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Abstract. This work aims to discuss the Karhunen-Lo&ve Decomposition and its capacity of capturing
the non-linearities of a nonlinear dynamical system. A model of a bar impacting an obstacle is developed,
where the impact forces come from a spring system. The system of equations of this nonlinear dynamical
system is discretized by means of the Finite Element Method, and then the model is reduced by means
of two different bases: Normal Modes and Karhunen-Loeve Basis. The construction of the Karhunen-
Loeve Basis is discussed in details for both Direct Method and Snapshots Method. The numerical results
show that Karhunen-Loeve Basis is the most efficient basis to project the dynamics studied.
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1 INTRODUCTION

Karhunen-Loeve Decomposition (KLD) were developed around 1960, but its applica-
tions in solid mechanics are relatively new (Breuer and Sirovich, 1991). Even though it is each
time more used in solids mechanics, KLD still lacks of basic bibliography. This works brings a
simple example of a nonlinear problem that aims to elucidate the potentiality of this technique.

The vibroimpact system analyzed in this work is discretized by means of the Finite Element
Method. Then a reduced order modeling is performed to compress the system of equations.
This is achieved through two different bases: the Normal Modes and KL-basis. The dynamic
responses are simulated, the bases are contructed and the numerical results are discussed.

There are various approaches concerning reduced order modeling. A good introduction to
the subject is made by Morand. and Ohayon (1992). Spottswooda and Allemang discuss the
literature of model reduction for nonlinear dynamics. In the present work it will be discussed
model reduction through the Normal Modes and through KL-basis.

Karhunen-Loeve basis (KL-basis) is a statistical method that aims to obtain a compact rep-
resentation of a data. It has the capacity to describe the phenomenon of interest in a reduced
dimension that is able to capture most of the phenomenon. KL-basis, also called Empirical
Modes or Proper Orthogonal Modes (POMs), is the best basis of projection for the Galerkin
method in the sense that it minimizes the average squared distance between the original data
and its reduced linear representation. Nevertheless, nothing is said about how efficient this basis
is in terms of time processing in a dynamical analysis.

In the beginning, KLD has appeared in the literature as Principal Components Analysis
(PCA) only as a tool for signal analysis. Later it was extended for imaging processing, and
then to a diverse number of applications (Holmes et al., 1996). In Mechanical Engineering its
first applications were in turbulence, Lumley (1970).

KLD aims to obtain the dominant characteristics of a dynamic response obtained through
experimental or numerical data. The interest of this work is the application of this technique
in structural nonlinear dynamics. The group of PUC-Rio is working in this subject for a while:
Sampaio and Wolter (2001), Wolter et al. (2002), Wolter (2001), Sampaio and Bellizzi. And
recently Trindade et al. (2005), Bellizzi and Sampaio, Sampaio and Soize (2007).

The article is organized in the following manner: in section 2 the weak formulation of the
problem is presented. In section 3 the dynamical system is discretized by means of the Finite
Element Method. In section 4 the model is reduced through: Normal Modes, KL-direct, KL-
snapshots. In section 5 the numerical simulations are performed, so the efficiency of the bases
used in the Galerkin Method is discussed. And, finally, in section 6 the concluding remarks are
pointed out.

2 PROBLEM MODELING

Consider the bar represented in Figure 1.
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Figure 1: Scheme of a bar impacting an obstacle

The boundary conditions are given by:
. . ou
u(0,t) =0 (dirichlet or essential) EAa—(L, t) =0 (newman or natural) (1)
x
Where x = 0 is the fixed end and x = L is the free end.
The weak formulation of the problem, considering the transversal area (A) and the material

properties (E and p) constants in z, and adding a dissipation term (viscous damping), can be
written by the following expression (Meirovitch, 1997):

pA/O Mqﬁ(a:)dm—irc/ M¢(x)dx+

ot? 0 ot
L ou(x,t) do(x) L @)
FA ’ =
+ /0 o I dx /0 f(z, t)p(x)dx
With initial conditions:
du .
U’('? 0) = Uy E(a O) = Uy (3)

Where:

u(z, t) is the longitudinal displacement;

A is the transversal section area;

E is the elasticity modulus of the material;
p is the density of the material;

c 1s the damping coefficient;

f(x,t) is the excitation force;

¢(x) is the trial function.

The problem is to find u(-,t) € V, considering equations (2) and (3), for all ¢ € V, where
V' is the admissible space:

V:Hl(Q):{¢:[O,L]HR\gb(O):Oand/0 (%) < o0} @)
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H(Q) is the Sobolev space and 2 = [0, L].

a—u(L, t) = 0. And because of the essential
T

Because of the natural boundary condition,

boundary condition, ¢(0) = 0.

The dynamic response will be approximated by w,(x,t) = > | a;(t)¢;(x), where a; is the
i-th generalized coordinate and ¢, is the i-th trial function.

Substituting the approximated response into the dynamics, equation (2), considering already
the boundary conditions of the problem and that the error is orthogonal:

a (t)pA/O gzﬁi(:v)gzﬁj(:n)d:r—l—ai(t)c/o oi(x)pj(x)dx

L (5)
Fai(t)EA /0 Wz 40,(2),;, /0 Py ()6 (x)da
Where:
Ld@( )d¢J( )
[M(i, p;)] = pA | ¢i(x)d;(x)dx , [K(p;, ¢))] = EA dx
/ /0 dx dx 6)

Cley, ;)] / 01(2) 65 F(g,) = /j&(t)@(x)dx

The bar is excited on its free extremity and the movement of the bar is limited by an obstacle.
The impact is modeled by an elastic force, proportional to the obstacle stiffness. The shocks
between the bar and the obstacle introduce nonlinearity to the system. The force P, includes
the excitation force and the force due to the impacts:

Pj, = Prsin(wyst)d(x — xp) + Fo(t)d(x — xp) (7)
Where:
: =0 i L,t) < dist
Fu(t) = = [ki(u(L, 1) = dist)] {z . 2}0 ZE L tg S (8)

u(L,t) — displacement at x = L
dist — distance from the bar to the obstacle
k; — obstacle stiffness

The discrete system becomes:
[M]a(t) + [Cla(t) + [K]a(t) = F(t,a) 9)

Note that F depends on the system configuration a, what makes the system nonlinear. The
response in the physical coordinates are recovered simply using the relationship u = [®]a,

where [0] = [, ¢, ... ¢,,].

3 FINITE ELEMENT METHOD

The Finite Element Method (FEM) is a discretization strategy. There is a spatial dis-
cretization and the trial functions (interpolating functions) of each element are written in local
coordinates.
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The element used has a linear interpolation functions. The local coordinates goes from £ =
—1to & =1, as it is showed in the Figure 2.

0" @) ;

Figure 2: Linear Interpolation Functions

The elementary functions for the linear approximation are given by:

. 1—¢ . 1+¢
Q) =—  wO=— (10)
The element matrices are:
2 1
AAz(©)
(ME) =2 - (11)
1 2
1 -1
EA
K9 = 5 (12)
-1 1
@ — % 10 1
) = 7] (13)

Where Az(®) is the size of the element. The approximation used this time is u(®) (¢, 1) =

2 uge)(t)goie) (&), where u; is the displacement of the i-th node. The element matrices must
be mapped into the global matrices [M], [K] and [C].
The discrete system becomes:

[Mlu(t) + [Cla(t) + [Ku(t) = F(t, u) (14)

FEM is wildly used an it is very effective. Nevertheless, depending on the problem we have
to deal with huge matrices. Besides that, a nonlinear analysis can be very time consuming.

4 REDUCED MODELS
The standard model considered is the one achieved by the FEM:

[M]u(t) + [Cla(t) + [Ku(t) = F(t, u) (15)

Matrices [M], [C] and [K| have dimensions m X m. Considering [Q)] with dimensions R™*"
(n < m), composed by independent vectors, we do a change in the variables:

u(t) = [Qla(t) (16)
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The equation (15) becomes:

[M][Qla(t) + [C][Qa(t) + [K][Qla(t) = F(t,a) (17)

Matrix [(Q)] is composed by orthogonal vectors, ¢;(z), that generate a reduced subspace into
which the dynamics will be project. The linear decomposition can be written as: wu(t,z) =
¢ ai(t)¢i(x). Projecting the dynamics on the space generated by the new basis:

QI [M][QIa(t) + [ [CT[Qla(t) + [QI [K][Qla(t) = [Q]"F(t, a) (18)

It is easy to see that [Q]T[M][Q] has dimension n x n, so the problem turned out to be
reduced from m X m ton x n, n < m. One can expect to solve the time-integration problem
much faster with the reduced model.

4.1 Normal Modes

The Normal Modes can be used as the trial functions in the Galerkin Method. If a linear
system with proportional damping matrix is the one analyzed, then the basis generated by the
Normal Modes are the optimum basis. When dealing with a nonlinear problem we have a
problem because there is no such thing as Normal Modes.

The Normal Modes and the Natural Frequencies can be found by solving the following char-
acteristic value problem:

(—wi[M] + [K])¢p; = 0 (19)

Where wj is the i—th Natural Frequency and ¢, is the i—th Normal Mode.
For a bar fixed in one end and free in the other, they can also be calculated directly by the
analytical expression (Blevins, 1993):

¢i(x) = sin [wx] (20)

4.2 Karhunen-Loeéeve Basis

Karhunen—-Log¢ve basis (KL-basis) can be used as the trial functions in the Galerkin
Method and it is the optimum basis to represent a dynamic problem. Optimum basis in the
minimum square sense, considering the norm in the Hilbert Space (H'). And, given a num-
ber of functions (n), no other linear decomposition will better represent the dynamics than
KL-basis. KL-expansion is the most efficient in the sense that the projection of u(x,t) on the
subspace generated by ¢(z) contains the maximal amount of energy (given an n). The terms
KL-basis, Empirical Modes and POM (Proper Orthogonal Modes) will be used interchangeably
in this text.

The system response is modeled as a second order stochastic process. There are two impor-
tant assumptions: the process is stationary in time and ergodic, Bellizzi and Sampaio.

KL-basis depends on the displacement data, so dynamic responses must be simulated for
different set of parameters, for instance, a specified range of excitation force: 100 N < Py <
200 N. In this case KL-basis is valid to represent systems which are excited by forces F' from
100 to 200 N.

As showed in Sampaio and Wolter (2001) there are two methods for constructing KL-basis:
the direct method and the snapshots method.
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4.2.1 Direct Method

Let u(x,t) € R® be a vectorial field with x € R? and ¢ € R. Decomposing u in two
parts: one invariant in time E[u(x, ¢)] and another with zero mean v(x, t):

v(x,t) = u(x,t) — E[u(x,t)] (21)
response mean

Then, v is an stochastic process with zero mean and, as a consequence, its correlation tensor
equals to its autocorrelation tensor (Papoulis, 1991). If v is real, then the spatial autocorrelation
function of two points is defined by the tensorial product:

R(x,x') = E[v(x,t) @ v(x', t)] (22)

Considering the field:
u(xia Yjs Zks t) (23)
Where i, j, k assume values from 1 to N, N,, N, respectively. For each instant of time there
are )NV sample values, N = 3 x N, x N, x N,. The number 3 multiplying the expression is due
to the three fields (z, y and z).

The sample can be put in order: u;(t), us(t), ..., un(t). The dynamical system displacement
are experimentally measured or numerically calculated in N points in M instants of time.

ur(ty)  wuo(ty) ... un(ty)

U] =[uy us .. un] = | . S (24)
wita) ualtar) e un(tar)

Using the stationarity and ergodicity assumption, the variation of the field with respect to the
mean value is:

T M M N T
=1 =1 =1
Mi=wl-5 | S 2s)
= i : : : :
M M M
> ua(ts) Y walt) . > un(t)
Li=1 i=1 i=1 .
The spatial correlation matrix is then constructed:
Lor
- 2
(B = — V][V 26)

The matrix [R] is symmetric by construction. It generates orthogonal eigenvectors, which
are the Proper Orthogonal Modes, also called Empirical Modes. The Proper Values (POVs) are
given by the eigenvalues of the matrix [R]. Note that the dimension of matrix [R] depends only
on the spatial discretization, it does not depend on the time discretization. Therefore the direct
method is recommended when the spatial mesh is coarse and there are many instants of time.
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The algorithm to implement this kind of decomposition can be summarized by the following
steps:

e Discretize the displacement data u(x,¢) in M instants of time and in N points in space,
[U].

Construct matrix E[u(x, t)] calculating the mean value in time of [U].

Calculate matrix [V] using E[u(x, t)] and [U].

Construct the autocorrelation matrix [R] (N x N) using matrix [V].

Calculate the eigenvalues (weight or energy) and eigenvectors (POM, Empirical Modes
or coherent structures) of [V].

4.2.2 Snapshots Method

A snapshot is a configuration of the system at a instant of time, u™ = u(x, m7), where m
is the number of instants.
Using the ergodicity hypothesis:

1
v =nu lim N E u 227)
Then, with v(") we calculate the autocorrelation tensor:

R(x,x) = lim —Zv(m ) @ v (x') (28)

M—oco M

In the applications the sum will be finite:

M
Ry (x,x') = % Z v (x) @ v (x') (29)
m=1

M has to be sufficiently large. Diagonalizing the tensor R (x, x’) we have the eigenfunc-
tions:

/ Ry (x, x) ¢ (X )dx" = Apabr(X) (30)
D
| M
[ 57 290 @V X)X = () G
1 TL 1
Z v / ) (%) (X)X = Ay (x) (32)
m:l

Where D is the integration domain: in our case x = x, therefore D = [0, L]. Considering:

1
Ghm = 7 /D v (X )y, (x')dx’ (33)
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One has:

M

D V™ (%) = At (x) (34)

m=1

Making Ay,, = agm/ Ak, we can calculate the eigenfunctions:

M
=) Apv™ (35)
m=1

Equation (35) is telling that the orthogonal basis is a linear combination of the snapshots. To
calculate Ayg,,, insert equation (35) into equation (31):

/ Z v m) ) ® vim Z Ap, v x)dx' = N\ Z AV m)( ) (36)

m=1
L % v(™) (x) fj: A / v (X' )y (x)dx' = A i A V™ (x) (37)
M 2 2 kn i km:1 km
Using the internal product, (-), instead of the integral:
L i vim) (x) i A (V) 41y — f: A ™ (x) (38)
M 2 2. kn ) k 2 km

Considering that the set of snapshots is linear independent, the solution of the above equation
1s:

[D][A] = AlA] (39)
Where [A] is a matrix in which the columns correspond to the eigenvectors of [D]:
(Dl = 54V, ¥} (40)
mn M ?

The construction of KL-basis results from this eigenvalue problem. Note that the dimen-
sions of matrix [D] depends only on the number of snapshots, it does not depend on the spatial
discretization. Therefore the snapshots method is recommended when the spatial mesh is very
refined and there are not many instants of time.

The algorithm to implement this kind of decomposition can be summarized by the following
steps:

e Discretize the displacement data u(zx, t) in M instants of time (snapshots) and in N points
in space.

e Calculate matrix [D] (M x M) using the field with zero mean v("™
e Compute the eigenvalues and the eigenvectors, [A], of matrix [D]

e Construct KL-basis using [A] and v(™
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S NUMERICAL RESULTS

The software used for the simulations was MATLAB. The ordinary differential equations
(ODE) system is numerically integrated through the routine ode45, which is based on Runge—
Kutta method of fourth an fifth order. ode45 uses an adaptive time—step to compute the time
response. The maximum error allowed was 1075, A At = 1075 is used to visualize the result.

The computer used to run the simulation had: Pentium(R), 2 GB RAM and 3, 2 GHz. Figure
3 represents the bar considered in the simulations. Table 1 shows the values of the parameters
used for the problem.

RN
=

L @ ¢ d=10cm

Ei=100 GHAn

Figure 3: Bar impacting an obstacle

Length, L=1m

Diameter, d = 10 cm

Elasticity Modulus, £ = 200 GPa

Density, p = 7850 kg/m?

Damping factor, ¢ = 10000 Ns/m?

Obstacle stiffness, k; = lell N/m

Distance between bar—obstacle, dist = 0,1 um

Table 1: Input Data

Excitation force: Pysin(wyt), Py = 5000 N and wy = 260 Hz

The error analysis is made by using the following norm:

la(t)] = \//u2(t)dx+/u’2(t)dx
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The percent error is calculated by the formula:

- (=)

Where u"(t) is the approximation of the response with n elements of the basis, u"~!(¢) is the
approximation of the response with less than n elements and u’(#) is the derivative with respect
to 2. For the convergence analysis it will be used the average error in time = 1/M S0 e(t;).

5.1 Finite Element Method

The problem considered was discretized by means of the FEM. The dynamic response
was calculated and the error was computed varying the number of elements:

FEM Convergence

Percent Error

o E‘EI ‘WEIIEI 150
Number of elements

Figure 4: FEM convergence

Figure 4 shows the convergence of the approximation of the response. The precision in-
creases with the increasing of the number of elements. For a precision of 2% it is necessary 150
elements to represent the problem.

5.2 Normal Modes

The model was reduced by means of the Normal Modes. The dynamic response was calcu-
lated and the error was computed varying the number of Normal Modes:

Normal Modes Convergence

Percent Error

H i i 1 L H i i i
DW u] 20 30 40 50 B0 70 80 90 100 110
Number of Normal Modes

Figure 5: FEM convergence
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Figure 5 shows the convergence of the approximation of the response. The precision in-
creases with the increasing of the number of Normal Modes. For a precision of 2% it is neces-
sary 80 Normal Modes to represent the problem.

5.3 Karhunen-Loeve Basis
5.3.1 Direct Method

The model was reduced by means of the KL-basis constructed by the direct method. The
dynamic response was calculated and the error was computed varying the number of Empirical
Modes:

KL-Direct Convergence (1000)

Percent Error

05 L

i i i L I i
10 15 20 25 30 35 40 45 a0
Number of Empirical Modes

Figure 6: KL-basis convergence (using 1000 spatial points)

Figure 6 shows the convergence of the approximation of the response. The precision in-
creases with the increasing of the number of Empirical Modes. For a precision of 2% it is
necessary 40 Empirical Modes to represent the problem.

GENERATION OF KL-BASIS

KL-basis is calculated from several dynamic responses. Ten simulations ¢t = [0, 0.02]s were
performed with different excitation forces, varying from 4.000 to 6.000 /N. Two points should
be noted:

1. KL-basis computed for a set of parameters may not be good to represent the system with
another set of parameters, as it will be showed later.

2. The more data the better to get a good sample and to have a reliable KL-basis. But, to
compute quickly the basis, one searches to get strictly the necessary information. In the case
of KL-direct, the fewer spatial points as possible and in the case of KL-snapshots, the fewer
temporal points (snapshots) as possible. This is due to how the bases are constructed.

Since only the last 0,01 second was considered in the computations and At = 1075, matrix
[U], equation (24), has 10000 lines. To investigate the generation of the basis through KL-direct
method, first we consider 1000 spatial points. The convergence analysis is shown in Figure 6.

For practical sense it is not doable to measure the displacement in 1000 points. Another
KL-basis was generated considering 100 spatial points, The convergence analysis is shown in
Figure 7.
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KL-Direct Convergence

Percent error

i i i L L
210 20 30 40 50 B0 70
Number of Empirical Modes

Figure 7: KL-basis convergence (using 100 spatial points)

The convergence for the KL-basis using 100 points (Figure 7) is not as good as the one using
1000. One needs 80 Empirical Modes, instead of the 40 needed before.
Considering now 10 spatial points to generate KL-basis:

KL-Direct Convergence
T} T T T T T

Percent error

1 1 IS 2‘ 2‘5 3I 3‘5 1‘1 flIS 5
Number of Empirical Modes

335

Figure 8: KL-basis convergence (using 10 spatial points)

Figure 8 shows that using only 10 spatial points the precision becomes bad. Figure 9 shows
the dynamic response at * = L using the KL-basis constructed with 10 spatial points. The
result is not good. This means that if we use ten accelerometers for the measurements, the basis
constructed with this information will not be reliable, for the problem studied.
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ua’””ﬁ Dynamic Response at x=L
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Figure 9: Dynamic response at z = L

Figure 10 shows a comparison between Empirical Modes and Normal Modes.

First Mode First Mode Derivative
16 T T
14 -
121 o
| 4
08 : i
06 : : 1
0.4 : B : 1
02r KL-direct : : 1
B B Mormal Mode B :
o i i i i i i i i i 0 T T T 1 H i i i |
1) o1 0.2 0.3 04 05 08 07 08 09 1 0 01 0.2 03 04 05 0.6 07 08 0@ 1
x(m) X(m)
Second Mode Second Mode Derivative
1 . T — [ T .
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04 4 5 1
02k i
o o — 0
02 F NN e TR S
2 ]
04 y : :
1Y SRR WO P v erh et . . .
08 1 : : KL-direct
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4 N ,E N [ S S B :
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Figure 10: Normal Modes x KL-direct.

The modes have value zero at x = 0 and derivative equals to zero at x = L. The modes were

Copyright © 2008 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



Mecanica Computacional Vol XXVII, pags. 2195-2219 (2008) 2209

normalized to have value one at v = L.

The Empirical Modes are different from the Normal Modes, but their derivatives are even
more different. Note that the modes derivatives are used to construct matrix [K].

The shape of the Normal Modes are given by the sinus function. On the other hand, the
shape of the Empirical Modes are given by the response of the nonlinear dynamics. This is the
reason why they can capture the nonlinearities of the dynamics. Note that the fortieth Empirical
Mode represents a shape with less amplitude close to the shock region.

5.3.2 Snapshots Method

The model was reduced by means of the KL-basis constructed by the snapshots method.
The dynamic response was calculated and the error was computed varying the number Empirical
Modes.

KL-Snapshots Convergence

Percent Error

i i i L L i i
DWD 15 20 25 30 35 40 45 a0
Number of Empirical Modes

Figure 11: KL-basis convergence (using 3000 snapshots)

Figure 11 shows the convergence of the approximation of the response. The precision in-
creases with the increasing of the number of Empirical Modes. For a precision of 2% it is
necessary 50 Empirical Modes to represent the problem. It does not mean that KL-snapshots
is worse than KL-direct. Comparing Figure 11 with Figure 6 we can notice that the two look
very alike. For a precision of 1% it is necessary 50 Empirical Modes from both KL-direct and
KL-snapshots.

GENERATION OF KL-BASIS

Three simulations were performed (¢ = 0, 02s) with different excitation forces, varying from
4.800 to 5.200 N.

Matrix [U], equation (24), has 3000 lines (snapshots) and 1000 columns (spatial points).

To investigate the generation of the basis through KL-snapshots method, first we consider
3000 snapshots (Figure 11). Then, we try to reduce the number of snapshots and still get a good
basis. This strategy is different from KL-direct where we want to get less spatial points.

Figure 12 shows the convergence analysis for KL-basis generated with 1000 snapshots (0, 01
second, At = 1079).
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KL-Snapshots Convergence
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Figure 12: KL-basis convergence (1000 snapshots)

This convergence is almost as good as the one using 3000. One needs now 50 Empirical
Modes for a precision of 2%.

To reduce the snapshots, but keeping the coherent structure, only one cycle of the dynamic
response will be considered. Figure 13 shows the points in time where the snapshots are taken.
This figure is showing only the snapshots at z = L, but the snapshots are taken for all of the
1000 spatial points.
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Figure 13: Temporal points where the snapshots are taken (400 snapshots, 200 snapshots, 80 snapshots and 40
snapshots)

Figure 14 shows the convergence analysis for KL-basis generated considering one cycle of
the response, 400 snapshots.
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KL-Snapshots Convergence
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Figure 14: KL-basis convergence (400 snapshots)

This convergence is not as good as the one using 3000. One needs now 60 Empirical Modes,
instead of the 50 needed before to represent the problem.

Figure 15 shows the convergence analysis for KL-basis generated considering one cycle of
the response, 40 snapshots.
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Figure 15: KL-basis convergence (40 snapshots)

Figure 15 shows that using only 40 snapshots the precision is not good. But Figure 16 shows
that the response using KL-basis constructed with 40 snapshots (40 Empirical Modes) is almost
as good as the one constructed with 3000 snapshots (50 Empirical Modes). The big difference
is in the impact region. So, depending on the application it might be good enough.
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Figure 16: Dynamic response at x = L. Comparison between the dynamic response using two KL-basis: one
constructed with 3000 snapshots (50 Empirical Modes) and another with 40 snapshots (40 Empirical Modes). At
right, the impact detail.

Figure 17 shows a comparison between Empirical Modes and Normal Modes.

First Mode First Mode Derivative
1 T T > 16 T T
[k} - - 4
g R 14 -
o '/’/' 1 12
07 W 1
e
Id 1 hl
06 o 1
: e :
05 : : ” H H 1 03 : : : 1
Pd : : :
o4 //‘ et 1 T NS OO0 SO SRS DONONE RS SO
03 : A : : J : :
e : : 04 e : 1
0.2 _’,‘ 1 : :
LRy 44 : ; 1 021 : : : ! KL-snapshots |
7 : H : Normal Modes
1 i i L L L i i L L i i 1 1 L I I
DEI o1 02 03 04 05 06 o7 o8 09 1 UEI o1 0z 03 04 as 06 o7 08 09 1
X(m) X(m)
Second Mode Second Mode Derivative
1 T 7] B T T
ik} -
41 1
06 ol
04 .
] ST SOOI RO SOPOUNE NP A N 1
02 1
a q o
a2 1
04 1 2 . ‘ 4
-06 |l H B
08 1 : : KL-snapshats
B H Maorrmal Modes
g ! I i r I i i i H I T T
1EI o1 02 03 04 05 06 o7 o8 09 1 EEI o1 0z 03 04 as 06 o7 08 09 1
X(m) X(m)
Fortieth Mode Fortieth Mode Derivative
15 . . 0 T .
atmal Modes : : : H
| T L ST SO FOOTUOOS SOUPPOOE FUURTOT SYPOUOE UPPUO SOOTPOON SOOPOOOS SO
afltiftafs fa ) AR
P A AT 100
05 Al g
1 |.
\ 50
0 /1]
a 2
I L 1 ll, v {
i :
05 iF i) o . H
TR AR T T f i E E i
it :.’ ullu "f it A l i b =
ujfly H ¥ ¥
L L 1. |
4 TAIES FRTC NI '
: Naormal Mode
a5 i i i I H i i i I BT i i i 1 i i
0 01 02 03 04 08 06 07 0.8 09 1 1] 01 02 03 0.4 05 0.6 07 08 0@ 1
X(m) *(m)

Figure 17: Normal Modes x KL-snapshots.

The modes have value zero at x = 0 and derivative equals to zero at x = L. The modes were
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normalized to have value one at x = L. The same comments made for the Empirical Modes
obtained by the direct method applied here.

The two first Empirical Modes obtained by KL-direct (Figure 10) and KL-snapshots (Figure
17) are very close to each other. They are the modes that have the most contribution to the
dynamics (they are related to the highest POV). But the others Empirical Modes are different,
as shows the fortieth Empirical Mode. The Empirical Modes depend on the sample used to
construct the basis.

Table 2 shows the first POV (Proper Orthogonal Values) from KLD.

POV | Direct Method | Snapshots Method
A 0, 998396 0, 998498
A2 0,001472 0,001385
A3 0,000054 0, 000056
A4 0,000037 0, 000032
As 0,000015 0,000014

Table 2: POV from corresponding POM

The sum of the first five POV, for the direct method as for the snapshots method, is > 0, 9999,
what represents a high level of information of the model. This means that 99,99 % of the
dynamics are in the five first POM.
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Figure 18: Approximation of the response with Five Empirical Modes. At right, the shock detail

Figure 18 shows the dynamic response at x = L approximated with five Empirical Modes.
One can see that the overall dynamics is well represented. But, in the shock region there is a
big error. Remember that the first derivative is also computed in the error measured.

Sirovich (1987), recommends that 99% of the energy should be considered to represent the
problem, but, as we see, depending on what we are interested in, 99% may not be enough.
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DIFFERENT SET OF PARAMETERS

The KL-basis constructed with the set of parameter specified above was then used to approx-
imate a problem with three different parameters: L = 2 m, ¢ = 10 Ns/ m? and w =800 Hz.
Figure 19 shows two dynamic responses with a different set of parameters.
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Figure 19: Dynamic Responses with two different set of parameters
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Figure 20: Convergence

Careful must be taken before using a KL-basis computed with a set of parameters for a
problem with a different set of parameters. If the parameters are changed a convergence analysis
must be performed to assured that the precision is maintained. In this example it is shown that
the KL-basis constructed with a different set of parameters does not represent the new dynamic
as well, see Figure 20 .

5.4 Dynamic Response

Figure 21 shows the dynamic response of the end point of the bar. The total simulation
time was 0, 02 s, but only the last 0, 01 s are considered in the analysis.

Copyright © 2008 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



Mecéanica Computacional Vol XXVII, pags. 2195-2219 (2008) 2215

c10” Dynamic Response at x=L 1 Dynamic Response at x=L

-35

[ S N R N N M S 35 [ S R S SN S R S
0 0002 0004 0006 OOOB OO1 0012 0014 0016 0018 002 001 0011 0012 0013 0014 0015 0016 0017 0018 0019 002

t(s) t(s)

Figure 21: Dynamic response at x = L

Figure 22 shows a comparison between the simulations: FEM, Normal Modes, KL-basis.
Using 150 finite elements, 80 Normal Modes or 40 Empirical Modes one has a good numerical
response.
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Figure 22: Dynamic response at + = L. FEM x Normal Modes x KL-basis. At right, impact detail.

Figure 23 shows an important point: although KL-basis is the best basis in a certain sense
(given a number of elements, no other linear decomposition will represent better the problem)
it is not assured that the time integration problem will be solved faster using KL-basis.

In the problem analyzed we see that: (1) specifying a precision, KL-basis will need less el-
ements to represent the problem, but, on the other side, (2) specifying the number of elements
to be used; the problem represented with the KL-basis takes more time in the numerical inte-
gration scheme, see Figure 23. An explanation for this fact is that the basis gets complicated
generating matrices [M], [C] and [K] not so well conditioned.
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Figure 23: At left, the convergence. At right, the time spent in the numerical integration

So, we need to check the efficiency of a basis taking into account the precision wanted and
the time required for the time-integration process.
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Figure 24: Precision x Time consumed at the integration process

Figure 24 shows that, for the problem in analysis, KL-basis is the most efficient one: be-
sides making the greater reduction in the model, the time-integration process is faster, given a
precision, see Table 3:

FEM Normal Modes KL-basis
Precision | NE Time N Time Ngr, Time
4% 60 11 min 50 16 min 20 2 min
3% 90 64 min 60 23 min 30 11 min
2% 150 | 166 min 80 43 min 40 28 min

Table 3: Precision x Time consumed at the integration process

The data used in Figure 23 for KL-basis was the one constructed through snapshots method
(3000 snapshots). Figure 25 shows a comparison between KL-direct and KL-snapshots where

the bases were constructed with the same amount of information (correlation matrix with di-
mensions 1000 x 1000).
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Figure 25: Simulation Time: KL-direct x KL-snapshots. At right, the convergence analysis

It is clear that both bases (KL-direct and KL-snapshots) constructed using the same sample
represent the problem the same way: note how the convergence curves are almost the same.
But, for the problem in analysis, the basis constructed by the snapshots method seams to be
more complicated than the one constructed by the direct method because the time required for
the time integration is much bigger: 28, 6 minutes (KL-snapshots) x 15,9 minutes (KL-direct)
(for 50 Empirical Modes).

6 CONCLUDING REMARKS

The potentiality of KLLD was showed through a simple example of a nonlinear system.
The empirical modes, obtained by KLLD, generate the best projection basis to the problem.

In the example, using FEM it was necessary 150 elements to represent the problem. This high
number, comparing to the approximation of the responses with Normal Modes and KL-basis, is
due to the disconnection between the interpolation functions of FEM with the dynamics. Using
the Normal Modes as the projection basis, 80 elements of the basis are necessary to represent the
problem. Using the KL-basis, 40 elements of the basis are necessary to represent the problem.
KLD is able to capture the nonlinearities of the dynamic response, therefore it can represent the
problem in a reduced manner.

Besides the model reduction, other points should be highlighted:

e Even though with KL-basis we need less elements to represent a dynamics, it is not as-
sured that the time-integration will be solved faster using KL-basis, as showed in Figure
23. But, for the problem analyzed in this paper, KL-basis is the most efficient basis, as
showed in Figure 24.

e The KL-basis constructed with a set of parameters may not be good to represent a problem
with a different set of parameters, as showed in Figure 20.

e Under the hypothesis of ergodicity, the sample or information needed to construct a KL-
basis does not need to be so large. In the problem analyzed a correlation matrix of size
1000 x 1000 was good enough.

e 99,99% of the energy (POV) may be good enough to reconstruct the overall dynamics,
but it might be bad to represent the details of a dynamic response, as showed in Figure
18.
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e KL-direct or KL-snapshots? If the dynamics is complicated and the configurations com-
plexes, it might be better to use KL-snapshots because it is constructed through the snap-
shots: refined mesh and few instants of time. In experimental applications it is easier to
use KL-direct (few measure points), which is constructed through the dynamic response:
few spatial points and many instants of time. Either way, once a basis is constructed, a
convergence analysis must be performed to assure the precision needed.

e For the problem analyzed in this paper, with the same amount of information (number
of spatial points equals number of snapshots) KL-direct and KL-snapshots performed the
same way concerning the number of modes needed to represent the problem. Neverthe-
less, KL-direct performed way better concerning the time required for the time integration
process, as showed in Figure 25.
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