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ABSTRACf

The great development of numerical cak:u1ation lead to a variety of methods, which are
different in their solution a180rlthms as weD as in the discretization of the governing
equations. Although this development, many work still remains to improve them towards
a fast, accurate and stahle convergence. This worle employs a numerical method to solve
compressible and incompressible fluid flows using a finitc>-volume,explicit Runge-Kutta
multistage scheme, with central spatial discretization in combination with multigrid and
preconditioning. The discretization used follows the ceII- and node-centered arrangement
of the control volume and update points for the Bow variables. Numerical results are
presented for NACA 0012 airfoil and a three dimensional channel for the Euler
equations. Mach number is varied between 0.8 and 0.002.

INTRODUCTION

Numerical simulation plays nowadays an important role to predict the flow field in many situations.
The rapid evolution of computational fluid dynamics has been driven by the need of faster and most
accurate methods for the calculation of Bow fields around configurations of technical interest.

Numerical methods allow us to analyse some important phenomena, where experiments are usually
too expensive or even impossible. Common methods employed for the solution of fluid flows are the
finite differences, finite volume, finite elements and boundary elements. Each of these methods has its
advantages and disadvantages.

In this way, the interest is the development of effic:ientmethodologies that can be employed to solve
compressible and incompressible fluid flows. &tensions of the numerical methods employed to solve
compressible [1] [2] and incompressible [3] [4] fluid flows have been applied, with success, for the
solution of all speed flows. However, there are no general methods for all situations. As the used
methodologies are limited in what concerns to accuracy, cost and applicability, they must be
investigated in order to design at low costs.

Several formulations of the Euler equations are known for different applications of numerical
methods. The natural way for the derivation of the Euler equations is to set up the conservation of
mass, momentum and energy in integral form, which is the adequate model for non visvous flows. In
this way ooIy a minimum of assumptions of the functions are required.

The diIaetization employed in this work is based on the fiDitevolume explicit Runge-Kutta
multistage scheme [5] [6], with central spatial discretization in combination with multigrid and
preconditioning [2]. The idea of the multigrid approach is the use of a sequence of successively
coarser meshes in combination with local time-stepping and residual averaging to efficiently damp



disturbances of error through the flow field. Results obtained with the Euler equations are validated
using the potential (analytical) equation solutions or experimental data found in the literature. Mach
number is varied between 0.8 and 0.002.

The standard compressible method is employed for the solution of compressible and incompresSIble
fluid flows. It consists of the use of the momentum equations to calculate the velocity components,
the energy equation to calculate the energy, the mass conservation equation to calculate the density
and the state equation to calculate the pressure.

In order to eliminate numerical difficulties solving incompresstble flows, preconditioning is employed
[7] [I]. It consists of the transformation of the governing equations into a form that is numerically
better conditioned, ensuring relatively rapid convergence [2]. The preconditioning system has a rate
of convergence almost independent from the Madl number. Moreover, the discrete solution is highly
improved, eliminating spurious oscillations frequently encountered in incompressible flows [8].

GOVERNJNG EQUATIONS

The governing equations for non viscous flows are the Euler equations. The three dimensional Euler
equations for unsteady incompressible inviscid flows in integral form reads
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where p is the fluid density, q the veloc;ityvector (q = ut +~ +wk) and p the pressure.
Since the integral form allow discontinuities, the approach is suitable for capturing shocks and
discontinuities in the flow field. The total energy E and total enthalpy H are

H=E+P
P

To close this system of equations the state equation for a perl'ect gas is employed [9]

u1 +v2 +w2
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where R is the universal gas constant and r the specific heat ratio. Eq. (I) can be cast into the
integral form [6]

1M f =7+ (F.;;)dS=O
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It is well known that when the magnitude of veloc;itybecomes small, in comparison with the acoustic
speed, the timo-marching schemes converge very slowly. Therefore preconditioning is employed. It
consists basically in multiplying the vector W by a special matrix. which modifies the form of the



governing equations. Based on the conservative variables. the following precouditioning matrix is
employed:

o
1
o
o

u(1- M-z)

o
o
1
o

v(1-Ar)

Inspection of this preconditioning matrix indicates that the energy equation is transformed into
temperature for low Mach-numbers. Thus, the eigenvalues of the resultant system of equatioqs will
be very similar when the Mach-number goes to zero, laying the basis of construction of efficient
solvers [1] to solve incompresstble flows (2).

One of the differences among the various finite volume formulations known in the literature is the
arrangement of the control volume and update points for the flow variables [5] [8). The most
:frequently used schemes are the cell-centered, ceO-vertex and node-centered approach. Each of these
schemes has its advantages and disadvantages. The discretization used is based on the cell· and node-
centered arrangements (10).

In the computational domain the cell vertices are identified by their indices (I),K). As Eq. (1) is
valid for arbitrary control volume, it is also valid for Vi,lk' that means

Off.J.l = __ I_J(F.n}dS
it v..J.l S

The finite volume discretization based on the central averaging is not dissipative [6]. The numerical
procedure does not converge to the steady state solution when the high frequency oscillations of



error in the solution are not damped. In order to avoid these oscillations dissipative terms Di.i.k have
to be introduced as follows [6]

The ditrerence operators ortiest and third order are Ox and 0_, respectively, and a is the scaling
factor, which is written for the i direction as [10]
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The coefficients adapted to the local pressure gradients 1f2) and If·), needed to obtain the dissipation
coefficient, are written as

P'+I.I.k - 2Pi.IJc +P,-I,J.k
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The spectral radius A.is defined for the i direction according to [7]

u(l+M2)+~u2(l- M2)2 + p2C2
1=-------

2

It is well known, that for a central difference scheme zero artificial dissipation viscosity creates
numerical difficulties. Therefore t1 is chosen as [2]



Finally. the preconditioning is applied only for the convective terms as follows
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TlME-STEPPING AND ACCELERATION TECHNIQUES

In order to obtain numerical solutions ofbigh accuracy, the Runge-Kutta method is chosen (5). This
method is charact~ by its low operation count. More than two stages are employed' in order to
extend the Stability region. The classical fourth order Runge--Kutta method requires the evaluation of
many coefficients and dissipative terms, what leads to storage problems. Therefore. the following
multistage scheme. which requires few computational storage, is employed [6)

Efficient methods to solve flow problems are well accepted and ju~ed. AmoRg the used
approaches to obtain efficient methods, the local time-stepping,' residual averaging and its
combination with multigrid are employed.

Local time-stepping allow to obtain steady state solutions with less computational effort. It is
equivalent to preconditioning the residual by a scalar value in each cell. It can reduce the
computational time needed to obtain the steady state solution by an order of magnitude. A weighted
average of residuals is employed to increase the Counmt-Friedrichs-Lewy number of an explicit
multistage scheme. In this way the residuals are replaced by an average of neighbouring residuals [5].

The slow asymptotic convergence behaviour of numerical methods is associated to the smooth error
components, The good smoothing properties of the Runge--Kutta method, specially of the 5-stage
scheme, are very important to be used in a multigrid solver. The success of the multigrid method
depends on the use of a relaxation algorithm [12). which rapidly reduce the high frequency error
components, The low error frequencies in fine meshes are transformed in high frequencies in coarse
meshes, where they can be smoothed.

The computational procedure to illustrate the FAS (Full Approximation Storage) scheme for
two grids is written as follows [12) [13):

1. Improve the solution on the finest grid
2. Inject the flow variables from the fine to the coarse grid
3. Transfer the residuals from the fine to the coarse grid .
4. Solve the problem on the coarse grid
5. Interpolate the solution correction from the coarse to the fine mesh
6. Update the solution on the finest grid



BOUNDARY CONDmONS

The numerical treatment ofboundary conditions in the physical domain is one of the major problems
in solving the Euler equations. Inappropriate conditions can substantially degrade the accuracy and
convergence of the computed solution. Numerical conditions imposed on the outer boundary should
assure that the outgoing waves are not reflected back into the flow field.

In order to stablish an efficient numerical implementation of the boundary conditions the
computational domain is surrounded by dummy cells. The body coinciding with a coordinate system
is approximated by straight lines. On a solid body the physical condition of no-normal-flow can be
imposed. Since the numerical treatment of the flow exterior to a body such as an airfoil requires a
bounded domain, an artificial far field has to be introduced.

The approach used at far field boundaries [14] is based on the characteristic fonn of the one
dimensional Euler equations normal to the boundary. As the far field boundary conditions assume
zero circUlation, they have to be placed sufficiently far away from the airfoil, so the flow field
remains undisturbed.

NUMERICAL RESULTS

In the following, numerical results for a three dimensional channel and the NACA 0012 airfoil are
presented and compared. A channel is chosen because it represents a class of incompressible internal
flow problems. First computations were performed for channel submitted to incompressible flow. A
grid containing 96xl4xl4 cells is used, as shown in Fig. 2. This channel, the wind tunnel of
Department of Federal University of Rio Grande do Sui, is chosen in order to analyse its design.
Internal honeycombs and mction are not taken into consideration in this first approximation.

Fig. 3 displays the Mach contours computed for Mach "" 0.05. The corresponding vector field is
presented in Fig. 4. The analysis of these results indicates good agreement with the expected solution
(potential flow). It can be seen that the velocity increases with the duet reduction and the constant
Mach lines remain on it.



In the following, compressible and incompressible flows over the NACA 0012 airfoil are presented.
Results were obtained using a C-grid topology which consists of 256x64 cells, as presented in Fig. 5.
Five grids and a W-eycle are used in the multigrid process (256x64. tine grid, 128x32 - second grid,
64x16 - third grid, 32x8 • fourth grid, 16x4 - fifth grid)

The position of the outer boundary is around twenty chord lengths away from the airfoil and the far
field boundary condition is modified due to a vortex [15) (correction). The Euler solutions for
NACA 0012 airfoil are compared to a solution obtained by the conforming mapping method [16J.
Fig. 6 shows the pressure coefficient computed for Mach -= 0.8 and a. -= 1.25°. Fig. 7 shows the
pressure coefficient computed for Mach = 0.002 and a = 5°.
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Finally, Fig. 8 compares the convergence history fur Mach = 0.1 with and without the use of
multigrid techniques. It tums out that the muttigrid efficiency increases with the grid refinement.
Besides, according to these results it is possible to solve compressible as well as incompressible
flows with the present method_ Pressure coefficient dift"erenceswith imprecisions lower than 1% can
be obtained with less than 300 time-steps.
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Numerical tests have shown that a numerical method based on the finite volume spatial discretization
and the Runge-Kutta time-stepping scheme with preconditioning can be employed to solve
compressible as well as incompressible fluid flows. Accuracy and reliability of the code have been
tested in computing compressible and incompressible flaws .around airfoils. The approach is
obviously vectorizable.

The preconditioning used is applicable not oilly to incompressible flows, but also to compressible
flows with incompressible regions. Such a method allows to get the goal of compressible and
incompressible solution of fluid flows. Besides, the preconditioning system has a rate of convergence
almost independent of the Mach number.

Special care has been taken on the treatment of influence coefficients used to obtain the time-step,
the artificial dissipation and to evaluate the far field boundary conditions. Though the far field effect
of a single vortex is added to the free stream flow, is was considered necessary for subsonic flows to
place the outer boundary sufficiently far away from the airfoil (20 chord lengths).

The convergence to the steady state is accelerated using local time-stepping, residual smoothing and
multigrid. WIth these acceleration techniques the solution of the two-dimensional Euler equations
can be obtained in few seconds on supercomputers for sufficient accuracy.

It is the author opinion that the comparison between the theoretical and numerical solutions is
encouraging. Especially the use of multigrid techniques and its combination with preconditioning
present good convergence rates. Therefore, the same code can be employed to solve compress1ble as
well as incompres81ble flow problems.
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