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Abstract. This work presents a 2D numerical model to obtain seismic images of gas hydrate bearing
sediments in fluid-saturated poroelastic media. The differential model consists in Maxwell equations
for the electromagnetic wave fields and Biot’s equations of motion for the seismic wave fields, coupled
with a zero-order term representing electrokinetic effects. The numerical model combines the solution
of Maxwell’s equation using a mixed finite element procedureusing the edge-element of Nedelec with a
standard Galerkin method to solve Biot’s equations of motion. Biot’s equation are discretized employing
a nonconforming finite element to approximate the solid displacement and the vector part of the Raviart-
Thomas-Nedelec space of zero order to compute the fluid displacements. The subsurface is modeled as a
2D fluid-saturated layered porous medium under transverse-magnetic (TM) modes. A numerical example
illustrates the capabilities of the procedure to image gas hydrate bearing sediments in the subsurface.
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1 INTRODUCTION

In order to increase the hydrocarbon production, the applied geophysics is always looking for
new exploration tools. This fact stimulates the possibility of carrying out numerical simulations
of interactions between conventional electromagnetic andseismic techniques. Electroseismic
effects are acoustic signals that arise when electromagnetic sources are turned on in the surface.
This electroosmotic process takes place in the Electric Double Layer (EDL). In general, the
surface of the solid matrix becomes negatively charged and in a reaction to that, ions of opposite
charge appear in a thin boundary layer of the surrounding fluid. Closed to the surface the ions
are attached to the solid (Stern layer). As one moves away from the contact the ions can move,
forming the diffuse layer because of balance between electrical and thermal forces. Then, the
movements of ions in the EDL will induce movements of fluid (pressure gradients) when an
electromagnetic field is applied. This makes it possible to record a seismic response in surface.
Also, the reciprocal process of recording electromagneticdisturbances generated by seismic
sources is possible.

This paper expounds a simulation case study showing the application of electroseismic ef-
fects to gas hydrates which are a combination of water and natural gas (methane). Under es-
pecific conditions where pressure is high and temperature islow, they combine to form a solid
icelike substance, (Ikelle and Amundsen, 2005; Ecker et al., 2000; Guerin and Goldberg, 2005).
Methane gas hydrates are considered important as a potential energy resource.

The theoretical frame used here is the one developed byPride (1994) in the form given
in, e.g. Haines and Pride(2006), but some issues regarding Biot’s equations had to be ad-
dressed in order to use them to model deformation and propagation of waves both in per-
mafrost and gas-hydrate environments. Several works such as Thompson and Gist(1993);
Thompson(2005); Thompson et al.(2005); Hornbostel and Thompson(2007); Thompson et al.
(2007) have proposed and analyzed electroseismics as a prospecting tool. In addition, different
authors have proposed distinct numerical approximation procedures for both fenomena, among
them Haartsen and Pride(1997); Han and Wang(2001); Pain et al.(2005); Haines and Pride
(2006); Santos(2009) can be mentioned.

In this work, the coupled Maxwell and Biot’s equations of motion are solved in an fluid-
saturated poroviscoelastic media with absorbing boundaryconditions for the case of compres-
sional and vertically polarized seismic waves coupled withthe transverse magnetic polariza-
tion, PSVTM mode. These equations are discretized by rectangular finite elements in 2D.
The vector electric field and the scalar magnetic field are computed using the rotated Raviart-
Thomas-Nedelec space of zero order, (Raviart and Thomas, 1977; Nedelec, 1980). Besides, the
nonconforming spaces defined inDouglas, Jr. et al.(1999) are used to approximate each com-
ponent of the displacement vector in the solid phase and the displacement in the fluid phase is
approximated using the vector part of the Raviart-Thomas-Nedelec mixed finite element space
of zero order. The iterative nonoverlapping domain decomposition procedure used here al-
lows to solve problems with a large number of unknowns and is “naturally parallelizable”, see
(Zyserman and Santos, 2000; Gauzellino et al., 2009).

2 PRIDE’S THEORY OF THE COUPLING-FIELDS

The electroseismic equations are a combination of Maxwell equations for electromagnetic
fields and Biot’s equations for porous media. Assuming ane+iωt temporal dependence, the
Pride’s equations (Pride, 1994) for the electric and magnetic fieldsE andH, the displacement
vector of the solidus and the relative fluid displacement vectoruf , can be stated in the space-
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frequency domain as follows:

(σ + iǫω)E −∇×H + L(ω)ηκ−1
[
iωuf − L(ω)E

]
= Jext

e , (1)

∇× E + iωµH = Jext
m , (2)

−ω2ρbu
s − ω2ρfu

f −∇ · τ(u) = F (s), (3)

−ω2ρfu
s + ηκ−1

[
iωuf − L(ω)E

]
+ ∇pf = F (f), (4)

τlm(u) = 2Gεlm(us) + δlm (λc ∇ · us − αKav ξ) , (5)

pf(u) = −αKav ∇ · us −Kav∇ · uf . (6)

In the electromagnetic context,σ, ǫ andµ are the electrical conductivity, the electrical per-
mitivity and the magnetic permeability respectively, being Jext

e , Jext
m external electromagnetic

sources. In the poroviscoelastic equations, (3) and (4),φ is the porosity andρb = φρf+(1−φ)ρs,
whereρs andρf denote the mass densities of the solid grains composing the solid matrix and
the saturant fluid; whileF (s) andF (f) are external seismic sources. The fluid pressure on the
solid is pf(u) and the expressions,L(ω) andκ are the dynamic coupling coefficient and the
dynamic permeability (Johnston et al., 1987; Pride, 1994), respectively. The fluid viscosity is
denoted byη. The stress tensor isτlm(u) andεlm(us) stands for the strain tensors.
In the constitutive relations (5) and (6), G is the shear modulus of the bulk material,Kc is the
bulk modulus of the saturated material andλc = Kc −

2G
3

. The Biot coupling coefficient (Biot,
1956a,b, 1962) is αKav, beingKav the fluid-storage coefficient andα = 1 − Km/Ks, where
Km is the dry solid matrix bulk modulus andKs is the solid grains bulk modulus. The zone
of permafrost and gas hydrates is represented by moduli for composite media, where different
solid grains constitute the mineral matrix and a portion of the pore space is occupied by ice or
gas hydrate, admitting to cement the mineral matrix.

2.1 Viscoelastic moduli

In order to consider the natural attenuation of the subsurface, the (real) elastic moduliG,Ks

andKm are replaced by complex frequency dependent viscoelastic moduli. The viscoelastic
model presented in (Liu et al., 1976) is used through the following formula (Ks andKm are
dealt in the same way):

Ĝ(ω) =
G

A(ω) − iB(ω)
. (7)

Here the frequency dependent functionsA andB, associated with a continuous spectrum of
relaxation times, characterize the viscoelastic behaviorand are given by

A(ω) = 1 −
1

πQ̂
ln

1 + ω2T 2
1

1 + ω2T 2
2

, B(ω) =
2

πQ̂
tan−1 ω(T1 − T2)

1 + ω2T1T2
.

The model parameterŝQ, T1 andT2 are taken such that the quality factorQ(ω) = B(ω)
A(ω)

is

approximately equal to the constantQ̂ in the range of frequencies where the equations are
solved. Values of̂Q range fromQ̂ = 10 for highly dissipative materials to about̂Q = 1000 for
almost elastic ones.

2.2 PSVTM modelling equations

The equations are solved in the range of seismic frequencies. Thus, the electroseismic cou-
pling coefficientL, the permeabilityκ and the electric conductivityσ are considered to be real.
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The expression used to compute the real part ofL is given byPride and Garambois(2002)

L0 = −
φ

T

ε0κfζ

η
(1 − 2

d̃

Λ
), (8)

whereε0κf the fluid electric permitivity,Λ is a geometric factor representing a weighted volume
to surface ratio,T is the tortuosity factor and̃d is the length of the EDL (Debye length). The
potentialζ = (0.01+0.025log10C) depends on the chemical properties of the fluid, beingC the
electrolyte molarity. Furthermore, the conduction currents in the low frequency range (1-500
Hz), are of about 4 orders of magnitud bigger than displacement currents, so the termiǫωE can
be neglected (Haines and Pride, 2006).
Since the modeling is based on electroseismic effect,F (s) = F (f) = 0. Also, it is reasonable to
assume that the generation of an electric current due to the induced pressure gradient (feedback)
can be neglected. Remark that this assumption allows the generated electromagnetic field to be
decoupled from the poroviscoelastic response.
Therefore, under the previous considerations and an infinite solenoid as electromagnetic source,
(Ward and Hohmann, 1987; Templin, 1995), the electromagnetic fields are(Ex(x, z), Ez(x, z))
andHy(x, z); while the solid and fluid displacements are(us

x(x, z), u
s
z(x, z)) and(uf

x(x, z), u
f
z (x, z)).

Consider a 2D-rectangular domainΩ = ΩA ∪ ΩB, whereΩA andΩB are related to the air and
subsurface parts ofΩ, respectively. The boundary ofΩ is denoted byΓ (ΓA andΓB) and the
letterst, b, r, andl indicate the top, bottom, right and left edges (or computational boundaries).
Then, for the PSVTM mode the equations, (1)-(6) can be rewritten as:

curlE + iωµHy = −Jext
m in Ω, (9)

σEy − curlH = 0 in Ω, (10)

−ω2ρbu
s − ω2ρfu

f −∇ · τ = 0 in ΩB, (11)

−ω2ρfu
s − ω2g0u

f + iω
η

k0
uf + ∇pf =

η

k0
L0E in ΩB, (12)

with boundary conditions
√

σ

2µω
(1 − i)E · χ+Hy = 0, onΓ, (13)

τ · ν = 0 , pf = 0 onΓt,B, (14)

−G(u) = iωDS(u) onΓl,b,r,B, (15)

whereg0 = 1.5
ρf T

φ
is the mass coupling coefficient,G(u) = (−τ(u)νν, τ(u)νχ, pf )

t and
S(u) = (us · ν, us · χ, uf · ν). In these expressions,ν is the unit outer normal onΓ andχ is a
unit tangent onΓ oriented counterclockwise. The positive definite matrixD in (15) depende on
Biot’s medium properties, (Santos et al., 2004a), D = R

1

2S
1

2R
1

2 , whereS = R−
1

2M−
1

2R−
1

2 ,
and

R =



ρb 0 ρf

0 ρb − ρ2
f/g0 0

ρf 0 g0


 , M =



λc + 2G 0 αKav

0 G 0
αKav 0 Kav


 . (16)

The electromagnetic source takes the form of a magnetic dipole of infinite length,Jext
m =

−iωµSI(ω)δ(x− xf)δ(z − zf )y̆ centered in(xf , zf ), with I(ω) being the electric current and
S the area of this current loop.
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Finally, it is important to point out that assuming a conductivity distribution as,σ(x, z) =
σp(z) + σs(x, z), whereσp(z) is the background conductivity andσs(x, z) is the conductivity
anomaly; it can be distinguished between primary electromagnetic field and secondary electro-
magnetic field. The former can be computed analytically, while to calculate the latter a finite
element procedure is employed. The total fieldE = Ep + Es is found, and set as a part of the
source in Biot’s equation (12).

3 NUMERICAL PROCEDURE

In a first step, the secondary electromagnetic field is obtained, and then the poroviscoelastic
equations are solved. The iterative nonoverlapping domaindecomposition method at differ-
ential level is applied to both Maxwell and Biot equations. For each frequencyω, the idea
is to divide the problem in a collection of small ones whose individual solution can be easily
computed. This technique is simple to implement it on parallel computers. SeeSantos(1998);
Zyserman et al.(1999); Zyserman and Santos(2000); Gauzellino et al.(2001, 2009).

3.1 Maxwell’s equations

Denote byΩj the rectangular elements of the finite element partition of the domainΩ, and
assume the domain decomposition exactly coincides with thefinite element partition. Let(·, ·)
be the inner product in an element, and〈·, ·〉 the inner product on the boundary of an element.
Also, denote byΓjk the common boundary between the adjacents elementsΩj andΩk, and by
Ba

j the intersection ofΓj with the computational domain.
To approximate the electromagnetic fieldsEh andHh, the spacesV h andW h are defined as:

V h =
{
Eh ∈ H(curl,Ω) : Eh|Ωj

∈ P0,1 × P1,0

}
,

W h =
{
Hh ∈ L2(Ω) : Hh|Ωj

∈ P0,0

}
,

V h
j = V h|Ωj

, W h
j = W h|Ωj

,

whereP1,0 indicates a polynomial of degree less or equal 1 inx and less or equal 0 inz. Note that
these spaces are rotated Raviart-Thomas spaces of zero order (they may be used to solve second
order elliptic problems using mixed methods). The degrees of freedom related to each element
are four to the electric field ubicated in the midpoints of thesizes and one to the magnetic field
ubicated at the center of rectangle.
For hybridized domain decomposition, it is also necessary to introduce the Lagrange multiplier
space,

Πh = {ℓh : ℓh|Γjk
= ℓhjk ∈ [P0(Γjk)]

2 ≡ Πh
jk},

whereP0(Γjk) denotes the constant functions defined on the boundaries of the elements. These
Lagrange multipliers are related to the magnetic field.
The numerical procedure is defined as follow: Find(Eh,n+1

j , Hh,n+1
j , ℓh,n+1

jk ) ∈ V h
j ×W h

j ×Πh
jk
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such that

(σEh,n+1
j , ψ)Ωj

− (Hh,n+1
j , curlψ)Ωj

+
∑

k
Γjk∩Γ=φ

〈βjkE
h,n+1
j · χj, ψ · χ〉Γjk

+〈(1 − i)

√
σ

2ωµ
Eh,n+1

j · χj, ψ · χj〉Ba
j

=

−(σsEp, ψ)Ωj
−

∑

k
Γjk∩Γ=φ

〈βjkE
h,n
k · χk −Hh,n

k , ψ · χ〉Γjk
, ψ ∈ V h

j , (17)

(curlEh,n+1
j , ϕ)Ωj

+ (iωµHh,n+1
j , ϕ)Ωj

= 0, ϕ ∈W h
j , (18)

ℓh,n+1
jk = ℓh,n

kj − βjk(E
h,n+1
j · χj + Eh,n

k · χk) onΓjk, Γjk ∩ Γ = φ. (19)

The coefficientβjk is chosen asβjk = 1
2
(
√

σj

2ωµ
+

√
σk

2ωµ
). The electric fields will be the source

for the poroviscoelastic equations.

3.2 Biot’s equations

The Biot’s equations are solved analogously to previous problem. A nonconforming finite el-
ement space is used to approximate the solid displacements,while the vector part of the Raviart-
Thomas-Nedelec space of zero order is used to approximate the fluid displacements. For details
of the method the reader can look up (Santos et al., 2004a,b, 2005). Specifically, determine

R = [−1, 1]2 , NC(R) = Span{1, x, z, α(x) − α(z)} , α(x) = x2 −
5

3
x4, (20)

andϕL(x) = −1 + x, ϕR(x) = x, ϕB(z) = −1 + z, ϕT (z) = z, set

RT N (R) = Span
{
(ϕL(x), 0), (ϕR(x), 0), (0, ϕB(z)), (0, ϕT (z))

}
. (21)

The degrees of freedom associated with each element are fourfor each solid displacement com-
ponent and two for each fluid displacement component locatedat the midpoint of each edge of
R.
The method of hybridization implemented requires the definition of a set of Lagrange mul-
tipliers which are associated to generalized forces on the interelement boundaries. Setting
v = (vs, vf) ∈ NCh

j × RT N h
j andΛh = {λh : λh|Γjk

= λh
jk ∈ [P0(Γjk)]

2 ≡ Λh
jk}, where
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P0(Γjk) denotes the constant functions defined onΓjk. The algorithm is expressed as follow:

−ω2
(
ρbu

s,h,n+1
j + ρfu

f,h,n+1
j , vs

)

ΩB
j

− ω2
(
ρfu

s,h,n+1
j + g0u

s,h,n+1
j , vf

)

ΩB
j

+iω
(
g0u

f,h,n+1
j , vf

)
ΩB
j

+
∑

lm

(
τlm(vh,n+1

j ), εlm(vs)

)

ΩB
j

−
(
pf (u

h,n+1
j ),∇ · vf

)
ΩB
j

+

〈
S(us,h,n+1

j ),S(v)

〉

Γj∩Γl,b,r,B

+
∑

k
Γjk∩ΓB=φ

〈
iωβjkS(uh,n+1

j ),S(v)

〉

Γjk

=

(
ηL0

k0
(Ep + Es), v

f

)

ΩB
j

−
∑

k
Γjk∩ΓB=φ

〈
iωβjkS(uh,n

k ),S(v)

〉

Γjk

+
∑

k
Γjk∩ΓB=φ

〈
λh,n
kj ,S(v)

〉

Γjk

(22)

λh,n+1
jk = λh,n

kj − iωβjk

[
S(uh,n+1

j ) + S(uh,n
k )

]
(γjk). (23)

The parameterβjk is a positive definite matrix, and is chosen as the average1
2
(Dj +Dk), where

D is the matrix appearing in the absorbing boundary conditions. The source is given by the total
electric field, (Ep + Es), and the electroseismic coupling factor,L0.

4 RESULTS

The geological model is shown in Figure1 and Table1. The information of the physical
parameters was obtained fromRubino et al.(2008) andPetrenko and Whitworth(1999). The
electroseismic properties of the different layers are calculated by using composite and poro-
viscoelastic models, that take into account the total gas hydrate saturation and the cementation
coefficient.

600 m

800 m

1000 m

1250 m

air

earth

0 m 1250 m1250 m−1250 m

permafrost

sediments

sediments

gas−hydrates

seismic receivers

well

0 m

solenoid

Figure 1: Layered subsurface with gas hydrate.

In this particular example, the gas hydrate saturation is only 10 % and without matrix cemen-
tation. The values of the electrical conductivity areσperm=3.8 10−3 S/m,σsedim=0.3 S/m and
σgashy=0.11 S/m. Inside of the region with gas hydrates the electroseismic coupling coefficient
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Medium VP [m/s] VS [m/s] φ κ [m2] Kav [Gpa] Kc [Gpa] α g0 [Kg/m3]

Permafrost 4200 2300 0.11 6.56 10−12 48.9 22.5 0.15 11.4 109

Sediment 2240 880 0.30 1. 10−8 6.78 8.66 0.92 1.7 109

Gas hydrate 3200 1620 0.30 7.71 10−9 7.55 14.53 0.70 5.7 109

Table 1: Seismic properties of the layered subsurface.

was computed to beL0=2.45 10−9 V/Pa and 2.75 10−9 V/Pa for the sediments.
The bulk densities of each layer are as follows:ρb,perm=2135 Kg/m3, ρb,sedim=2650 Kg/m3

and ρb,gashy=2150 Kg/m3. The fluid is water whose density isρf=1030 Kg/m3 y viscosity
η=0.018 Poise.
In order to characterize viscoelasticity, the quality factor, Q, was chosen to bêQ = 100 for
whole layers.

0

0.1

0.2

0.3

0.4

T
im

e(
s)

500 1000 1500 2000
Distance(km)

Permafrost bottom

Gas hydrate top
Gas hydrate bottom

Figure 2: Example of 48 seismic traces at surface.

The computational domain has 2.500 km× 1.250 km and comprises 3068× 1534 elements.
Seismic receivers are separated by a distance of 50 m and are spread along the surface. Observe
that the Maxwell equations represent a diffusion process and the electroosmotic effect is due to
the Biot’s slow wave (diffusion type wave), therefore, the right way to simulate these fenomena
is taken account at least two or four points per diffusion length, see (Haines and Pride, 2006).
The CPU time running with 25 processors was 17 hours. The timedependence of the current
in the electromagnetic source is given by a Ricker wavelet with a central frequency equal to 30
Hz. The equations (17), (18), (19), (22) and (23) are solved for 100 equally spaced samples of
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frequency. Once all the results in the space-frequency domain are computed, they are inverse
Fourier transformed to get the space-time responses.

0 0.1 0.2 0.3 0.4
Time(s)

200

400

600

800

1000

1200
D

is
ta

nc
e(

km
)

Multiple events

Gas hydr. bottom

Figure 3: Example of 51 seismic traces in a well.

Figure2shows the seismic signals detected by accelerometers that are sensitive to the vertical
particle-acceleration component and are located on the surface. Along the layer boundaries, the
seismic sources are activated simultaneously to produce seismic waves that propagate in both
directions of the time axis. The different arrival times indicate the depth of the horizonts below
the surface; in this case, they correspond to permafrost bottom at 0.142 s, gas hydrate top at
0.232 s and gas hydrate bottom at 0.295 s. The strong arrivalsat 0.4 s are related to multiple
reflections. Of course, this is based on the observations of vertical acceleration component in a
well ubicated at 50 m from the electromagnetic source. Figure 3 shows the seismic signals in
the well and it is possible to perform reliable correlationsamong time arrivals.

Snapshot of pressure field at t=0.04 s is presented in Figure4. Notice that the significative
amplitudes of the pressure field inform where the layer interfaces lie. So, wavefronts generated
by these interfaces start to travel upward and downward.

5 CONCLUSIONS

Electroseismic theory, rock-physics models and numericalsimulation of wave propagation
have been used to study seismic images of gas hydrate bearingsediments. The procedures
presented in this work can be implemented to distinguish seismic responses generated by elec-
tromagnetic fields for any subsurface and assist to development of new hydrocarbon exploration
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Figure 4: Snapshot of pressure field at t=0.04 s.

tools. It has been achieved, through numerical models, a seismic characterization of the differ-
ent layers, including the gas hydrates. The strong events are those associated with multiple
reflections, therefore it will be necessary to apply signal processing in order to obtain a clearer
image of the interfaces.
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