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Abstract. Shape Metal Deposition (SMD) is a novel process for rapid prototyping that employs Tung-
sten inert gas (TIG) welding. The state of the art can be enhanced through modelling and control. It is
of industrial interest to develop systematized models to explain observed phenomena and to allow pre-
diction of processing conditions for process planning and optimization. In this work, the thermal and
mechanical finite element modelling of SMD are presented. The thermal problem is solved with linear
tetrahedral finite elements taking into account the liquid/solid phase change phenomena. The mechanical
problem is solved with tri-linear hexahedral elements using a mixed formulation. Special techniques to
account for the added material were developed. A set of numerical tests were conducted to determine
the heat source model parameters, with validation by compared to experimental in a Ti6Al4V thick plate
were developed in order to validate the implemented formulations. Tests consist on TIG washing proce-
dures (welding without wire feeding in order to preheat the plate) followed by welded beads. Finally the
experimental results including temperatures and displacements are compared with those obtained with
the FEM code.
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1 INTRODUCTION

One of the traditional methods of complex metal parts manufacturing has been the casting
process. Industry is currently developing manufacturing processes that tend to replace the tra-
ditional casting processes. Shape Metal Deposition (SMD) is one of the procedures to generate
prototypes of metal parts, usually built with expensive materials, in the shortest time possible
and with minimal post-machining. SMD manufactured parts have the ability to achieve better
mechanical properties because of the more consistent solidification process during deposition
(Clark et al., 2008). Currently, the aero-space industry is interested in developing this type of
manufacturing processes.

SMD consists of depositing molten material on a path by using a welding equipment guided
by a robotic arm. Process parameters that give rise to successfully manufactured pieces are
determined by trial and error. This procedure is very costly and time consuming. It is useful
to determine a priori the set of parameters that result in less piece-work distortion with less
residual stresses and appropiate micro-structural properties.

Because of the constant improvement of the computing capacity, it is currently possible to
make three dimensional models that reproduce the process by numerical simulation. The finite
element method has proven to be a robust method for predicting the temperature field, strain and
displacement in non-stationary and nonlinear problems with phase change in metals (Huespe
et al., 2000; Fachinotti, 2001; Thomas and Parkman, 1997). The aim of this work is to generate
a simulation tool that assists in the design and planning of the SMD manufacturing process.

Fusion welding is a process in which the substrate and the filler wire are heated locally over
the melting point, obtaining in this way a localized coalescence of both parts. The analysis of
welding processes involves several branches of Physics, and requires the coupling of different
models to describe the behavior of a phenomenological system. Different physical phenomena
occur during the welding process, involving the interaction of thermal, mechanical, electrical
and metallurgical fields. The temperature field is a function of many welding parameters such
as arc power, welding speed, welding sequences and environmental conditions (Nami et al.,
2004). The current work is focused on three-dimensional study of thermal and mechanical
processes during shape metal deposition. A multi-dimensional solidification problem in which
solidification takes place over a temperature range (typical in steel alloys) is implemented using
a discontinuous integration scheme (Fachinotti et al., 1999b) along the discontinuities that are
involved in this kind of problem. A mathematical model was employed to represent the power
density distribution of the external heat source.

A standard finite element formulation limited to the solid domain has been adopted for the
mechanical analysis. A particular methodology is implemented to deal with the cyclical melt-
ing/solidifying mechanical elements and to handle the newly added material.

The coupled thermo-mechanical models used in this work were previously validated by Anca
(2008) and are extended to simulate de SMD process.

An experimental test was developed which measurements were then compared with those
obtained using the presented model.

Finally a multi-layered wall application example is presented.

2 THERMAL PROBLEM

In this section, a temperature-based finite element model to simulate unsteady conduction
heat transfer problems in a 3D media undergoing mushy phase change is briefly described. A
more detailed description can be read in Fachinotti et al. (1999a, 2001).
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The analyzed domain is discretized using linear tetrahedral Galerkin finite elements. During
phase change, a considerable amount of latent heat is released or absorbed, causing a strong
non-linearity in the enthalpy function. In order to model correctly such phenomenon, we made
a exact integration distinguishing between the different one-phase subregions over those finite
elements embedded into the solidification front.

Since contributions from different phases are integrated separately the sharp variations of
the material properties between phases are easily captured. This, so called, discontinuous in-
tegration avoids the regularization of the phenomenon, allowing the exact evaluation of the
discrete non-linear governing equation, which is solved using a full Newton-Raphson scheme
with line-search.

The scheme was validated by comparison with the exact solution of Ozisik and Uzzell (1979)
and the results can be found in Anca et al. (2004) and Anca (2008).

2.1 Problem definition

Figure 1: Thermal problem definition.

Under the assumptions of incompressibility, negligible viscosity and dissipation, linear de-
pendence of the heat flux on temperature gradient (Fourier’s law), and no melt flow during the
solidification process, the energy balance for each subdomain (2; is governed by the classical
energy balance equation

OH
oy ~ V- (kVT) =q V(x,t) € £ (1)
where 7" denotes the temperature, H(7") the enthalpy (per unit volume), x = x(7") the material
thermal conductivity, assumed isotropic, and ¢ = ¢(«, t) is the welding volume heat input (to
be defined later in Section 2.2 in the context of welding analysis). Equation (1) is supplemented
by the following initial condition

T:TO V-CCGQZ‘, t =1
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and the boundary conditions on 0f2:

T =T at 00y (2)
—kVT -n=q at 042, 3)
—kVT -1 =hepo (T — Topny) at 0f2, 4)

being 0f27, 012, and 02, non-overlapping portions of the body boundary 02, with prescribed
temperature, conductive and convective heat flux, respectively. In the above, T and § refer to
imposed temperature and heat flux fields, and 7., is the temperature of the environment, whose
film coefficient is h.,,; 1 denotes the unit outward normal to 0f2.

Further, the following continuity conditions must hold at the interface(s) I

T ="Tr (5)
(Hu(n) + kVT -m) =0 (6)

where T is a constant value (equal to the melting temperature for isothermal solidification, and
either the solidus or liquidus temperature otherwise), (*) denotes the jump of the quantity (x) in
crossing the interface /', which is moving with speed w in the direction given by the unit vector
7). Note that the second equation states the jump energy balance at the interface.

The detailed description of the thermal problem with phase change and no heat source was
presented in our previous works (Anca et al., 2004; Anca, 2008; Fachinotti et al., 1999a). Now,
let us focus in the introduction of a heat source model capable of reproducing welding arc
sources.

2.2 Heat Source Modeling in Welding

The moving heat source is implemented as a typical transient formulation where the heat
source moves along the part with time. In order to model the heat source the three-dimensional
double ellipsoid proposed by Goldak et al. (1984) is studied (Figure 2). One characteristic of the
double ellipsoid geometry is that it can be easily changed to model both the shallow penetration
arc welding processes and the deeper penetration of laser and electron beam processes. The
heat flux distribution is Gaussian along the longitudinal and transverse axes. The shape of
the front half of the source is a quadrant of one ellipsoid source while the rear half shape is
that of the quadrant of different ellipsoid. Four parameters define each ellipsoid. Physically,
they correspond to the dimensions of the molten zone. Knowing the cross-section of the molten
zone from experiments, the heat source parameters can be determined. As a first approximation,
Goldak et al. (1984) assumed that it is reasonable to take the distance in front of the source equal
to one half of the weld width and the distance behind the source equal to twice the weld width.

It is convenient to introduce a coordinate &, fixed on the heat source and moving with it. The
moving reference frame on the heat source is related to the coordinate fixed on the work piece
by:
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Figure 2: Goldak double ellipsoid heat source.

E=z—v(t—T1) (7)
where v is the welding speed and 7 is the time lag necessary to define the position of the heat
source at time ¢ = 0. The weighting fractions associated with the front and rear ellipsoids are
denoted by f; and f,, respectively, and these fractions are specified to satisfy f; 4+ f, = 2.
Let us denote ¢ the power density in ¥ /m? within the ellipsoid, and let a , b and ¢ denote the
semi-axes of the ellipsoid parallel to the x, y, £ axes. Then, the power density distribution inside
the front quadrant, is specified by

6v/3/1Q a? Y £
=(————= —3— —3= -3 8
0(09:6) = (o) expl=325) exp(=375) exp(=3 ) ®)
and in the rear quadrant it is specified by
_6V3fQ z” y? £
q(z,y,§) = (—abcmﬁ) eXP(—3;) eXp(—3b—2) eXp(—3é) )

In these equations, () is the heat available at the source. For an electric arc the heat available

is

Q=nVI (10)
where 7 is the heat source efficiency, V' is the arc voltage, and [ is the arc current. The param-
eters a, b, ¢y and ¢, are independent, and can take different values to properly model the weld
arc.

The spatial distribution of heat is calculated from equations (8) and (9) and is applied as a
volumetric heat generation.

The implemented moving heat source model was verified by comparing with the experi-
mental test of Christensen et al. (1965) (Anca, 2008) and with an analytical solution for the
transient temperature field of a semi-infinite body subjected to 3-D power density moving heat
source presented in Fachinotti et al. (2009).
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Remark:

e To ensure that the integral over the elements of the power density distribution equals to
the total prescribed power, a global scaling factor is applied to the heat flow of those
nodes that belong to the double ellipsoid region.

3 MECHANICAL PROBLEM

During a thermal welding process, the weld site and immediate surrounding area experience
different rates of heating/cooling and thus expansion/contraction. This effect leads to consid-
erable thermal strains. Due to the heat application localized nature, the expansion due to these
strains is constrained by the cool material away from the site of the applied heat. It should be
noted that the weld pool itself is not modelled in the mechanical analysis. This is only a soft
region serving for heat input to the thermomechanical model. In this sense, the existence of
a cut-off or Zero Strength Temperature ZST was assumed. The ZST is defined as the mini-
mum temperature amongst those at which strength is zero (Nakagawa et al., 1995). This is also
the temperature above which no further changes in material properties are accounted for in the
mechanical analysis.

In the numerical model we have implemented, the plastic material is considered to be rate
independent with an associative .J, von Mises law and isotropic hardening (Simo and Hughes,
1998). We used rate-independent plasticity at high temperatures because of the involved time
scales (Lindgren, 2001): in the weld thermal cycle the material has a high temperature during a
relatively short time, and therefore the accumulated rate-dependent plasticity may be neglected.
Inertial effects are ignored in the momentum balance equations, according to the assumption of
null acceleration within the solid.

3.1 Melting-Solidifying Behavior

It is recognized that finite element techniques, with standard constitutive material modelling,
yield good solutions in thermal stress analysis, even when the solid is subjected to temperatures
near the solidification ones (Thomas and Parkman, 1997; Fachinotti and Cardona, 2003). How-
ever, there are particular aspects in the formulation for melting/solidifying problems that need
to be carefully considered.

Three different configurations for every material point and its neighborhood (Figure 3) are
considered for the mechanical simulation of this process:

i) the reference configuration (B), in which the particle label is assigned;

ii) the (intermediate) natural configuration (B°) which corresponds to that state where the mate-
rial point solidified just below the zero strength temperature (ZST), and started to develop
mechanical strength;

iii) the current configuration (B").
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Figure 3: Reference (B), natural (B°) and current (B*) body configurations in the melting/solidification problem.

Note that since the solidification time instant is not the same one for all points in the domain of
analysis, each material point has its own (intermediate) natural configuration.

Let us define u° as the displacement from the reference to the natural configuration, u' the
displacement from the reference to the current configuration and u the displacement from the
natural to the current configuration. Then, we can write:

ul =u+u’ (11)

Usually, when a finite element procedure is used, the mesh is defined in the reference configu-
ration (the set of points at time ¢ = 0) as depicted schematically in Figure 4.

Let us consider that X and x° are coordinate systems in the reference and natural config-
urations, respectively. As a consequence of the assumption of small deformations introduced
to describe motion, and by assuming the existence of the intermediate deformation gradient in
the neighborhood of every point, we can approximate : Vxx° ~ 1. The same assumption
allows us to evaluate the strain € = V2 "u, related to the motion from the natural to the final
configurations, by the following approximation:

e=Vi"u~V{"u (12)

By taking gradients in equation (11) and using the assumptions stated above, we can verify the
validity of the additive decomposition of strains:

el=ec+¢° (13)

where &' = Vi{"u' is the strain tensor at the actual configuration (time ¢) with respect to the
sym

reference configuration, and €’ = V' "u? is the strain at the natural configuration with respect
to the reference one.
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Figure 4: Evolution of d.o.f.s and strains in melting/solidification problems.

For a correct representation of the steel constitutive behavior in the zone of interest, it is
mandatory to account for the strong dependence of the material parameters on temperature.

Remarks:

e The strain €° is computed the first time that all nodal temperatures of the considered
element fall below the zero strength temperature (ZST), and is stored at the finite element
Gauss point as an additional tensorial internal variable. In this work ZST is set equal to
the metal solidus temperature.

e In this model, the solid phase domain changes with time. This fact introduces some diffi-
culties concerning the mesh definition for the FE analysis. The procedure we have imple-
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mented consists in defining a fixed mesh that describes the complete domain, including
the liquid and mushy zones. Nodes in the liquid and mushy zones are initially fixed. In
subsequent time steps, when the nodal temperatures fall below the ZST, nodal d.o.f.’s are
freed and the stiffness contribution of the solidified zone is taken into consideration (see
Figure 4).

e The described numerical model does not predict the real displacement field of the zones
that have melted, because the displacement field of the natural configuration is not recorded.

e The technique of subtraction of the strain term €° from the total strain €’ must be em-
phasized for its simplicity and accuracy. The technique is validated in the examples by
comparison with results obtained by using the semi-analytical formulation of Weiner and
Boley (1963). Note also that this approach is less expensive than those used by other
authors, which are based on recording the flow strain for liquid elements (Abid and Sid-
dique, 2005; Yaghi and Becker, 2004).

e All elements internal variables, included the £° strain, are set to zero as soon as the ele-
ment temperature rises above ZST.

e Mechanical elements have a special treatment during the liquid/solid and solid/liquid
phase changes: while the temperature is above the ZST, the corresponding elemental
d.o.f’s are not included in the system of equations for the unknowns of the mechani-
cal problem. This methodology incorporates an advantage compared to other techniques
found in literature (e.g. assigning a very low stiffness to the elements that are in lig-
uid/mushy phases brings poor conditioning of the algebraic equation system to be solved).

To avoid restructuring the stiffness matrix at each time step, liquid mechanical d.o.f.’s are
uncoupled from the rest by zeroing the corresponding rows and columns, and putting a non-
zero term in the diagonal entry of the stiffness matrix. Also, the corresponding position in the
residue is zeroed.

3.2 Finite element implementation

Incompressible material behavior may lead to some difficulties in numerical simulation, such
as volumetric locking, inaccuracy of solution, checkerboard pattern of stress distributions, or oc-
casionally, divergence. Mixed u-p elements, with both displacements and hydrostatic pressure
as primary unknown variables, are used to overcome these problems.

By ignoring inertial effects, the momentum balance equation can be written as:

V-o+pb=0 inf2, (14)
subjected to the following boundary conditions

=a ondf, (15)
t ondf, (16)

A mixed FEM displacement and pressure formulation is used to solve the momentum balance
equation.

Since the material is only nearly incompressible and the pressure variables are considered at
the elemental level only, then we can statically condense out the pressure terms and express the
element matrices in terms of displacements only.
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As pointed out by Cifuentes and Kalbag (1992) and Benzley et al. (1995), hexahedral el-
ements are superior to linear tetrahedral elements, and also better than quadratic tetrahedron
elements when plastic deformation occurs. Therefore, we used g1 — p0 hexahedral elements in
our tests.

The discrete equilibrium equations are solved by using a standard Newton-Raphson method.
The Jacobian matrix corresponds to that obtained from an equivalent purely Lagrangian elasto-
plastic quasi-static incremental problem (see for instance Simo et al. Simo and Hughes (1998)).

4 THERMAL-MECHANICAL PROBLEM

Due to the weak nature of mechanical to thermal field coupling, at each time step, the solution
of the non-linear transient problem is divided in two parts. First, a thermal analysis is performed
to predict the temperature history of the whole domain, and then the temperature field is applied
as input for the subsequent mechanical analysis, in a staggered approach.

As pointed out in Section 3 hexahedral finite elements are used to solve the mechanical
problem. On the other hand, the thermal problem is solved using tetrahedral elements. In order
to share the same nodes in both problems, first a mesh of hexahedra for the mechanical model is
generated. Then by splitting each hexahedron in six tetrahedra, the thermal finite element mesh
is obtained.

S FILLER MATERIAL MODELING

The process of filler metal addition is described in this section.

An activating element technique to model the added material during the deposition has been
used. A unique finite element mesh, both for substrate and for each metal layer to be deposited
in each pass, is generated. Each finite element is associated to an activation parameter. The
activation parameter is an element property and it is assigned at the time of built the mesh.
During execution of an analysis , and before starting a new time step, the elemental activation
parameter is compared with the current analysis time for all elements in the mesh. The elements
whose activation parameter is greater than or equal to the current calculation time will be taken
into account when making the assembly of the system of equations. While an element is in
deactivated mode, its degrees of freedom are not included in the system of equations to be solved
for the present time. When thermal elements are activated, they enter with an initial temperature
equal to the metal liquidus temperature. Mechanical elements are specially treated in order to
account for the cyclic melting and solidification behaviour as described in Section 3.1. The
element mechanical historical variables enter with zero value and in liquid state. Therefore, the
mechanical degree of freedom are not taken into account until its temperature is less than the
ZST set for the calculation.

The thermal domain is composed of all substrate elements and the elements that have been
activated during the analysis. The Figure 5 shows, for a given time step, the elements that have
been taken into account in calculating temperatures. In black can be distinguished elements
that have been recently incorporated for these time step. On the other hand, the domain for the
mechanical problem is represented for the same time step in Figure 6. In this case only shows
the items in which the temperature at all nodes is less than the ZST. In black is shown the group
of elements that have been added for this time step and are not part of the calculation domain.
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Figure 5: The thermal domain of analysis, showing in black, the newly added material and the ZST isotherm.
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Figure 6: The mechanical domain of analysis. In black, the newly added material.
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Remark:

e In case a set of newly added elements lie outside the ZST isotherm they are forced to be
trated as liquid element and they are excluded of the mechanical analysis domain.

6 APPLICATION EXAMPLE
6.1 Experimental test

In the present research an experimental TIG single layer weld deposition bead on a flat plate
substrate of Ti-Alloy was performed. Prior to the actual bead deposition a TIG-wash procedure
is performed consisting in preheating the deposition site with the torch without wire feeding.
The experiment was conducted in order validate the present code and to identify the welding
heat source parameters. The base plate and wire are made of Ti-6Al-4V. The heat power, the
travel speed and the wire feed rate are summarized in Table 1.

Arc Parameter Symbol Value
Current- TIG-wash I 160 A
Current- actual bead 1 180 A

Voltage U 12V
Speed v 5 mm/s
Wire Feed Rate WFR | 2.3 mm/min

Table 1: Arc parameters.

During the metal deposition, the plate was held in place by a fixture with two contact points
on each side, which can be seen in Figure 7.

Figure 7: Experimental set up
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Eight thermocouples were welded on the plate, positioned as shown in Figure 7.

The entire process was performed within a chamber. A protective atmosphere was main-
tained by injecting Argon into the chamber.

After the TIG-wash procedure, a weld bead was built in the center of the plate. The final
bead has 9.23 mm wide by 1.28 mm height and 100 mm long (Figure 8).
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Figure 8: Final welding bead the surface

6.2 FEM Solution

In this example a heat source moves at constant speed and along a straight line over the
welded plate. A 3-dimensional symmetrical model was used to estimate temperature, displace-
ment and the residual stresses using the finite element method. The plane of symmetry is defined
along the centerline of the weld path and perpendicular to the plate top surface.

The sample dimensions are shown in Figure 9. The x, y and z axes represent the width, thick-
ness and length of the plate, respectively. The coordinate y = 0 corresponds to the top surface of
the sample and x = 0 corresponds to the symmetry plane. The symmetric mesh model employs
28000 eight-node mechanical hexahedral elements with 33383 nodes and 140000 thermal tetra-
hedrons shearing nodes. The heat affected zone (HAZ) was refined locally and was coarsened
gradually farther along the transversal and vertical direction as show in Figure 10.

A thermal-perfect-elastoplastic model is used in the analysis. The mechanical boundary con-
ditions were u, (0, 0, 0) = 0;u,(0,0,0) = 0;u,(0,0,0) = 0and u,(0,0,0.25) = 0;,(0,0,0.25) =
0 together with the symmetry condition at z = 0.

The constant material properties are summarized in table 2

The material thermo-mechanical properties dependent on temperature are shown in Figure
11 and 12.

Heat transfer in all surfaces of the plate was assumed. The convection-radiation coefficient
h is variable with temperature as shown in Figure 13.

Copyright © 2009 Asociacion Argentina de Mecénica Computacional http://www.amcaonline.org.ar



A.A. ANCA, V.D. FACHINOTTI, A. CARDONA

3024

Symmetry
Condition

Fixation

Fixe—ition

Figure 9: Plate dimensions and mechanical boundary conditions.

Figure 10: Finite Element Mesh.
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Figure 12: Thermal properties as function of temperature.
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Parameter Symbol | Value Unit
Density p 4430 kg /m?]
Latent Heat L 292600 [J/kg]
Solidus temp. T 1877 (K]
Liquidus temp. T 1933 (K]
Initial temp. T; 299 K]
Zero Strength Temp. | ZST 1877 K]
Poisson ratio W 0.34

Table 2: Material and problem data for the validation problem
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Figure 13: Hear covection/radiation coefficient as function of temperature.

Experimentally measured temperatures are used to calibrate the heat source parameters and
the results are presented in Table 3.

6.2.1 Moving heat source

The double-ellipsoid heat source model as described in 2.2 was adopted to calculate volu-
metric heat flux distributions as heat input. The welding torch position along z and the total
power used in the current analysis are ploted in Figures 14 as a function of time.

6.2.2 Simulation results

The time stepping has a minimum time step of 0.15 s during tg-wash and welding. The
complete analysis has taken about 25 hs of CPU, on a 8 x Intel(R) Xeon(R) 2.66GHz processor
with 32 GB of memory.

The acquired data from the thermocouples were used to calibrate the parameters of the heat
source and they are shown together with the simulated temperatures in Figure 15 and 16. The
sample points are for TC3 (0, 0.0155, 0.080) and for TC5 (0.010,0.0165, 0.080).
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Figure 14: Total heat input and torch position as function of time.
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Figure 15: Comparison of predicted and measured temperature at point (0, 0.0155, 0.080)
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Goldak Parameter Value
a 5 mm
b 2 mm
cy 5 mm
Cr 1.84 mm
Iy QC;TfCT
f r 2.0- f f

Efficiency 7 0.7

Table 3: Goldak parameters.
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Figure 16: Comparison of predicted and measured temperature at point (0.010, 0.0165, 0.080)

Each temperature peak in Figure 15 represents the model response as the heat source passes
the sample points. The rapidly decreasing temperature is caused mainly by conduction to the
surrounding material.

Figures 17 to 18 show the simulated temperature field distribution for three different times,
t = 15s TIG-wash without filler material and ¢ = 55s the first pass. At the end of the simulation
time (¢ = 500s) the work-piece states at 400 K. The white line in the Figures represents the
Z ST isothem, in the present analysis set equal to the solidus temperature and can be interpreted
as the weld pool.

The calculated longitudinal o, transient stress field during welding and after cooling are
shown in Figures 19, 20 and 21.

The the longitudinal o, stress map shows that a compressive stress is formed in front of the
fusion zone, whereas a tensile stress is appearing at the back of it, mainly due to the thermal
expansion effects.

The final y — direction experimental displacement and computational model are compared
in Figure 25.A quantitative distortion measure can be made by means of flatness of the top face.
The experimental measured flatness of 0.7 mm is compared with the calculated by simulation.
The very good agreement between the FEM and experimental measurements gives confidence

Copyright © 2009 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



Mecéanica Computacional Vol XXVIII, pags. 3011-3035 (2009) 3029
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Figure 17: Fusion Zone Temperature field [K] at time ¢ = 15s.

Figure 18: Fusion Zone Temperature field [K] at time ¢ = 55s.
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Figure 19: Longitudinal stress distribution at { = 15s

-2.7e+008

Figure 20: Longitudinal stress distribution at { = 55s
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Figure 21: Final residual longitudinal stress distribution.

in developed finite element model.

Figure 22: Experimenltal y displacement measurement.
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Figure 23: Computational out-of-plane displacement.

6.3 Multi Layer Deposition

In this section we present the simulation of the titanium wall construction by SMD. For this
example we used the same geometry, material properties and process parameters in the previous
example. The only difference lies in the number of layers that are deposited to form the wall.

The images sequence on Figures 24 and 25 shows the filler material that has been contributed
for each layer in four time instants. Figure 26 and 27 shows the longitudinal stresses that are

developed for the same time instants.

Copyright © 2009 Asociacion Argentina de Mecénica Computacional http://www.amcaonline.org.ar



Mecéanica Computacional Vol XXVIII, pags. 3011-3035 (2009) 3033

LAYER 01

LAYER 02

Figure 24: Temperature field and deposition of leyers 1 and 2.

LAYER 03

LAYER 04

Figure 25: Temperature field and deposition of leyers 3 and 4.

7 CONCLUSIONS

In this paper we have presented a methodology to resolve by FEM the problem in order to
modeling the temperature field, strains and stresses that occur during the manufacturing process
of parts by SMD. It has been used a staggered resolution scheme. First the thermal model with
phase change liquid / solid and external heat source is solved. Then with the temperature field as
parameter, the domain of analysis to solve a mechanical problem on small deformations using
a von Mises material model with isotropic hardening is determined. It has developed a special
technique for the treatment of mechanical elements which are cyclically melt and solidify. The
filler material used to create the piece by SMD is treated by a inclusion/exclusion of the de-
gree of freedom in the system of equations for both the thermal and mechanical problem. The
combination of both techniques has proved to be robust and has solved the bad conditioning
problem, which is produced using fictitious rigidities associated with the inactive elements. We
have developed an experimental test to validate the proposed models. The experimental results
show acceptable agreement with those obtained by numerical simulation.
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