
NUMERICAL SIMULATION OF SEISMOELECTROGRAMS

Patricia M. Gauzellinoa, Juan E. Santosa,b,c and Fabio I. Zysermana,b

aDepto. Geofísica Aplicada, Fac. de Cs. Astronómicas y Geofísicas, UNLP, Paseo del Bosque s/n,
1900 La Plata, Argentina, gauze@fcaglp.unlp.edu.ar

bCONICET, Argentina

cDepartment of Mathematics, Purdue University, 150 N. University Street, West Lafayette, Indiana,
47907-2067, USA

Keywords: Seismoelectric modeling, Poroelasticity, Electromagnetics, Finite element meth-
ods.

Abstract. The conversion of energy between seismic and electromagnetic wave fields involves relative
movement of ions at the rock-fluid contact surfaces in the pore space, described by Biot’s equations of
motion in poroviscoelastic media coupled with Maxwell’s equations. The numerical simulation of seis-
moelectrograms allows to analyze full-waveform coupled seismoelectromagnetic wave propagation in
fluid-saturated porous media. It is possible to observe two different responses: the coseismic response
with the same waveform as a seismic wave and the interface response that occurs when a seismic wave
encounters a contrast in electrical or mechanical materialproperties. The proposed algorithm calculates
the electromagnetic field from seismic displacements, particularly fluid displacements, using the finite
element method employing a parallelizable non-overlapping domain decomposition technique, which is
required due to the high computational cost of the problem. The seismoelectric method allows the pos-
sibility of detecting very thin impermeable layers, permeable fractures and interfaces between different
formations due to changes in permeability or saturant fluids. The 2D implementation of the procedure il-
lustrates identification of subsurface heterogeneities when applied to different targets and source-receiver
configurations.
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1 INTRODUCTION

Seismic waves propagating through near-surface layers of the Earth may induce electromag-
netic disturbances that can be measured at the surface (seismoelectric effect) (Pride and Haartsen,
1996; Mikhailov et al., 1997, 2000). Also, recent tests suggest that the reciprocal process,i.e.
surface measurable acoustic disturbances induced by electromagnetic fields (electroseismic ef-
fect), is also possible (Thompson, 2005; Hornbostel and Thompson, 2007).
In order to explain these phenomena, Thompson and Gist (Thompson and Gist, 1993) and Pride
(Pride, 1994) suggested that they are generated by an electrokinetic coupling mechanism which
can be shortly explained as follows (Block and Harris, 2006; Haines and Pride, 2006). Within
a fluid saturated porous medium there exists a nanometer-scale separation of electric charge in
which a bound charge existing on the surface of the solid matrix (normally of negative sign) is
balanced by adsorbed positive ions of the surrounding fluid,setting an immobile layer. Further
from the surface there exists a distribution of mobile counter ions, forming the so called diffuse
layer. The effective thickness of this double layer is of about 10 nm. When an electric field is
applied to this system, the ions in the diffuse layer move, dragging the pore fluid along with
it because of the viscous traction. This is known as electro-osmosis and is responsible for the
electroseismic phenomena. On the other hand, the reciprocal situation arises when an applied
pressure gradient creates fluid flow and hence, an ionic convection current, which in turn pro-
duces an electric field. This is known as electrofiltration and is responsible for the so-called
seismoelectric phenomena.
Using a volume averaging approach, Pride (Pride, 1994) derived a set of equations describing
both electroseismic and seismoelectric effects in electrolyte-saturated porous media. In these
equations the coupling mechanism acts through the (generally frequency dependent) electroki-
netic coupling coefficientL(ω). When this coefficient is set to zero, Pride’s set of equations
turns to the uncoupled Maxwell’s and Biot’s equations, describing the latter mechanical wave
propagation in a fluid saturated porous medium (?Biot, 1956b).
There exist already some works implementing different numerical methods to solve the set
of equations modeling both mentioned processes. Haartsen and Pride (Haartsen and Pride,
1997), Han and Wang (Han and Wang, 2001), Pain et. al (Pain et al., 2005), Haines and Pride
(Haines and Pride, 2006) and White (White, 2005) and White and Zhou (White and Zhou, 2006)
have proposed several different approaches to numericallystudy these phenomena.
The objective of this paper is to define a finite element procedure, stated in the space-frequency
domain, for the approximate solution of Maxwell’s and Biot’s equations of motion in an isotropic
bounded domain, with absorbing boundary conditions at the artificial boundaries. The case an-
alyzed is that of compressional and vertically polarized seismic waves coupled with the trans-
verse magnetic polarization (PSVTM-mode). The vector electric field and the scalar magnetic
field are computed using the rotated Raviart-Thomas-Nedelec spaces of zero order (Raviart and Thomas,
977; Nedelec, 1980). Also, the nonconforming space defined in (Douglas Jr. et al., 1999) is
used to approximate each component of the displacement vector in the solid phase, while the
displacement in the fluid phase is approximated using the vector part of the Raviart-Thomas-
Nedelec mixed finite element space of zero order.

2 THE DIFFERENTIAL MODEL

Consider a 2D-rectangular domainΩ = Ωa ∪ Ωp whereΩa andΩp are associated with the
air and subsurface poroviscoelastic (disjoint) parts ofΩ, respectively. We will assume that (in
cartesian coordinates(x1, x2, x3)) all physical quantities describing our domainsΩa andΩp are
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independent of thex2-direction (i.e.,x2 is the symmetry axis) and consider a seismic line source
in thex2-direction. Including the air region allows us to include inimplicit fashion the boundary
conditions for the electromagnetic fields at the air-poroelastic interface.

Let the Fourier transform in the time variable of a given function f(t) be defined as usual by

f̂(ω) =

∫
∞

−∞

e−iωtf(t)dt.

Let us denote byE(ω), H(ω) to the electric and magnetic fields inΩ, respectively, and by
us(ω), uf(ω) to the solid and relative fluid displacement vectors inΩp (the ·̂ is omitted in all
variables for notational convenience).

Under the above symmetry asumption, this source term induces electric and magnetic fields
of the form(E1(x1, x3, t), 0, E3(x1, x3, t)), (0, H2(x1, x3, t), 0), respectively, and solid and rel-
ative fluid displacements of the formus = (us

1(x1, x3, t), 0, u
s
3(x1, x3, t)) and

uf = (uf
1(x1, x3, t), 0, u

f
3(x1, x3, t)), respectively. Consequently only compressional and verti-

cally polarized shear seismic waves (PSV-waves) are generated. This is a 2D model known as
a PSVTM-mode.

Let us identify the 3D vectors(E1(x1, x3, t), 0, E3(x1, x3, t)) and(0, H2(x1, x3, t)), 0) with
the 2D vector(E(x1, x3, t) = (E1(x1, x3, t), E3(x1, x3, t)) and the scalarH2(x1, x3, t), respec-
tively. Then recall that

curlH2 =

(
−
∂H2

∂x3

,
∂H2

∂x1

)
, curlE =

∂E1

∂x3

−
∂E3

∂x1

.

Also, let us identify our 3D-rectangular domainΩ with the 2D-rectangular domainΩ∩{y =
0}, so thatΩ is the union of the disjoint rectangular subdomainsΩa andΩp. Let Γ denote the
boundary ofΩ and letΓa,p = Ωa ∩ Ωp denote the free surface. Also letΓa = ∂Ωa \ Γa,p,
Γp = ∂Ωp \ Γa,p denote the artificial boundaries ofΩa andΩp, respectively.

Following Pride(1994); Haines and Pride(2006), for 2D seismoelectric modeling the elec-
tric and magnetic fieldsE andH and the displacement vectorsus anduf satisfy the coupled
electromagnetic-poroelastic equations, stated in the space-frequency domain as follows:

iωεE + σE − curlH2 + L0
η

κ0

iωuf = 0, Ω, (1)

curlE + iωH2 = 0, Ω, (2)

−ω2ρbu
s − ω2ρfu

f −∇ · τ(u) = F (s), Ωp, (3)

−ω2ρfu
s − ω2muf + iω

η

κ0
uf + ∇pf = F (f), Ωp, (4)

τlm(u) = 2Gεlm(us) + δlm
(
λc ∇ · us + αKav ∇ · uf

)
, Ωp, (5)

pf(u) = −αKav ∇ · us −Kav∇ · uf , Ωp. (6)

In the equations aboveu = (us, uf) andτlm(u) is the stress tensor of the bulk material and
pf(u) the fluid pressure, whileεlm(us) denotes the strain tensor of the solid frame.

In order to introduce viscoelasticity, the coefficients in the constitutive equations (5) and (6)
are considered to be frequency dependent. They can be determined as follows. First we consider
the (relaxed) elastic limits of these coefficients, denotedby the superindex∗. In this case, the
coefficientG∗ is equal to the elastic shear modulus of the dry matrix. Also,

λ∗c = K∗

c −G∗, (7)
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with K∗

c being the bulk modulus of the saturated material. The coefficients in (5)-(6) can be
obtained from the relations (Gassmann, 1951; Santos et al., 1992)

α = 1 −
Km

Ks
, K∗

av =

[
α− φ

Ks
+

φ

Kf

]
−1

(8)

K∗

c = Km + α2K∗

av,

whereKs, Km andKf denote the bulk modulus of the solid grains composing the solid matrix,
the dry matrix and the saturant fluid, respectively. Next, using the correspondence principle
stated by M. Biot (Biot, 1956a, 1962), we replace the (real) relaxed elastic coefficientsG∗, K∗

c

andK∗

av by complex frequency dependent viscoelastic modulus usingthe linear viscoelastic
model presented in (Liu et al., 1976) as follows:

Kc(ω) =
K∗

c

RKc
(ω) − iTKc

(ω)
, G(ω) =

G∗

RG(ω) − iTG(ω)
, (9)

Kav(ω) =
K∗

av

RKav
(ω) − iTKav

(ω)
.

The frequency dependent coefficientλc = λc(ω) in (5) is defined in terms ofKc(ω) andG(ω)
as

λc = Kc(ω) −G(ω). (10)

Also, the frequency dependent functionsRs and Ts, s = Kc, G,Kav, associated with a
continuous spectrum of relaxation times, characterize theviscoelastic behavior and are given
by Liu et al. (1976)

Rs(ω) = 1 −
1

πQm,s
ln

1 + ω2T 2
1

1 + ω2T 2
2

, Ts(ω) =
2

πQm,s
tan−1 ω(T1 − T2)

1 + ω2T1T2
.

The model parametersQm,s, s = Kc, G,Kav, T1 andT2 are taken such that the quality factor

Q̂s(ω) =
Ts(ω)

Rs(ω)

is approximately equal to the constantQm,s in the range of frequencies where the equations are
solved, which makes this model convenient for geophysical applications. Values ofQm,s range
fromQm,s = 10 for highly dissipative materials to aboutQm,s = 1000 for almost elastic ones.

Also, ε is the electric permitivity,µ the magnetic permeability andσ the conductivity, while
F (s), F (f) are the external seismic sources. Furthermore,

ρb = φρf + (1 − φ)ρs, (11)

whereρs andρf denote the mass densities of the solid grains composing the solid matrix and the
saturant fluid. On the other hand,η is the fluid viscosity,κ0 the permeability andm is the mass
coupling coefficient between the solid and fluid phases inΩp. The mass coupling coefficientm
can be written in the form

m =
α∞ρf

φ
, (12)

with α∞ being the formation tortuosity.
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The positive coupling coefficientL0 is defined byHaartsen and Pride(1997) as

L0 = −
φ

α∞

ǫ0kfζ

η

(
1 − 2α∞

d̃

Λ

)
, (13)

with ζ = 0.008 + 0.026log10(Ce) denoting the zeta potential andCe being the electrolyte mo-
larity. In (13) ǫ0 andkf are the vacuum and fluid permitivities and

d̃ =
ǫ0kfkBT

e2z 2Nic

(14)

is the Debye length in meters. in (14) e is the electronic charge,kB is the Boltzman constant,
T is the absolute temperature (so thatkBT is the thermal energy)z is the ionic valence andNic

the ionic concentration in ions per meters cubed.
To solve equations (1)-(6) in our 2D domainΩ we need a collection of boundary conditions.

Let Γ denote the boundary ofΩ and letΓa,p = Ωa ∩ Ωp denote the free surface. Also let
Γa = ∂Ωa \ Γa,p, Γp = ∂Ωp \ Γa,p denote the artificial boundaries ofΩa andΩp, respectively.
Also, if Γs is either an inner interface inΩ or a part of the boundariesΓ,Γp or Γa,p, set

GΓs
(u) =

(
τ(u)ν · ν, τ(u)ν · χ, pf (u)

)t

, (15a)

SΓs
(u) =

(
us · ν, us · χ, uf · ν

)t
, (15b)

wheret denotes the transpose,ν is the unit outer normal onΓs andχ is a unit tangent onΓs

oriented counterclockwise.
Then, forω > 0 consider the solution of (1)-(6) with the absorbing boundary conditions

(Sheen, 1997; Santos et al., 1998)

−ε1/2E · χ +H2 = 0, on Γ, (16)

−GΓp
(u) = DSΓp

(
∂u

∂t
), on Γp, (17)

and the free surface condition

−GΓp
(u) = 0, on Γa,p. (18)

The matrixD in (17) is defined as:D = R
1

2S
1

2R
1

2 , whereS = R−
1

2M
1

2R−
1

2 and

R =



ρb 0 ρf

0 b 0
ρf 0 ζ


 , M =



λ∗c + 2G∗ 0 α K∗

av

0 G∗ 0
α K∗

av 0 K∗

av


 , (19)

where

b = ρb −
(ρf)

2

m
.

Remark: Note that sinceα∞ ≥ 1, the matrixR is positive definite. Also, we will requiere that
the following conditions be satisfied by the coefficients defining the matrixM:

G∗ > 0, (20a)

λ∗c + 2G∗ − α2K∗

av > 0, (20b)

K∗

av > 0. (20c)
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Conditions (20) are necessary and sufficient conditions for the matrixM to be positive definite.
In particular, the second condition of (20) imposes that the inverse of the jacketed compressibil-
ity coefficient be strictly positive, see (Biot, 1962). As a consequence of the positive definitess
of the matricesR andM, the matrixD is also positive definite.

3 A WEAK FORMULATION

For X ⊂ R
d, d = 1, 2, 3 with boundary∂X, let (·, ·)X denote the complexL2(X) inner

product for scalar, vector, or matrix valued functions. Also, for s ∈ R, ‖ · ‖s,X will denote the
usual norm for the Sobolev spaceHs(X). In addition, ifX = Ω or X = Γ, the subscriptX
may be omitted such that(·, ·) = (·, ·)Ω or 〈·, ·〉 = 〈·, ·〉Γ. Set

H(curl,Ω) = {ψ ∈ (L2(Ω))2 : curlψ ∈ L2(Ω)},

H(div,Ωp) = {ψ ∈ (L2(Ωp))
2 : ∇ · ψ ∈ L2(Ωp)},

H1(div,Ω) = {ψ ∈ (H1(Ω))2 : ∇ · ψ ∈ H1(Ω)}

provided with the natural norms

‖ψ‖H(curl,Ω) = (‖ψ‖2
0 + ‖curlψ‖2

0)
1

2 ,

‖ψ‖H(div,Ωp) = (‖ψ‖2
0,Ωp

+ ‖∇ · ψ‖2
0,Ωp

)
1

2 ,

‖ψ‖H1(div,Ω = (‖ψ‖2
1 + ‖∇ · ψ‖2

1)
1

2 .

Recall the integration by parts formulas (Girault and P., 1986; Sheen, 1992)

(ψ, curlϕ) − (curl ψ, ϕ) = 〈ψ · χ, ϕ〉 , ∀ψ ∈ H(curl,Ω), ϕ ∈ H1(Ω), (21)

(∇ · ψ, ϕ) + (ψ,∇ϕ) = 〈ψ · ν, ϕ〉 , ∀ψ ∈ H(div,Ω), ϕ ∈ H1(Ω). (22)

To obtain a variational formulation, test (2) againstϕ ∈ L2(Ω) and test (1) againstψ ∈
H(curl,Ω) and use the integration by parts formula (21) and the boundary condition (16) to
obtain the equations

(iωεEt, ψ) + (σE, ψ) − (H2, curl ψ) +

(
iωL0

η

κ0
uf , ψ

)

Ωp

(23)

+

〈(
ε

µ

)1/2

E · χ, ψ · χ

〉
= 0, ψ ∈ H(curl,Ω),

(curlE,ϕ) + (iωµH2, ϕ) = 0, ϕ ∈ L2(Ω). (24)

Next, test (3) againstvs ∈ [H1(Ωp)]
2 and (4) againstvf ∈ H(div,Ωp) and use the integration

by parts formula (22) and the boundary condition (17). Setting

P =

(
ρbI2 ρfI2
ρfI2 mI2

)
(25)

whereI2 is the identity matrix inR2 we get the equation

−(ω2Put, v)Ωp
+ (iω

η

κ0
uf t, vf)Ωp

+ A(u, v) +
〈
iωDSΓp

u, SΓp
(v)
〉
Γp

(26)

= (F, v)Ωp
, v = (vs, vf) ∈ [H1(Ωp)]

2 ×H(div,Ωp).
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In (26) F = (F s, F f) andA(u, v) is the bilinear form defined as

A(u, v) =
∑

l,m

(τlm(u), εlm(vs))Ωp
−
(
pf(u),∇ · vf

)
Ωp

= (M ǫ̃(u), ǫ̃(v))Ωp
,

u, v ∈ [H1(Ωp)]
2 ×H(div,Ωp), (27)

where the complex matrixM = Mr(ω) + iMi(ω) in (27) is given by

M =




λc + 2G λc α Kav 0
λc λc + 2G α Kav 0

α Kav α Kav Kav 0
0 0 0 4G


 , (28)

andε̃(u) =
(
ε11(u

(s)), ε22(u
(s)),∇ · u(f), ε12(u

(s)
)t

.
Note that the matrixP is positive definite. Furthermore, we assume that the real part

Mr is positive definite since in the elastic limit it is associated with the strain energy den-
sity. On the other hand, the imaginary partMi is assumed to be positive definite because
of the restriction imposed on our system by the First and Second Laws of Thermodynamics
(Ravazzoli and Santos, 2005).

Let
Y = (curl,Ω) × L2(Ω) × [H1(Ωp)]

2 ×H(div,Ωp).

Our weak formulation is stated as follows: forω > 0, find (E,H2, u
s, uf) ∈ Y satisfying (23),

(24) and (26).
The uniqueness of the solution of (23), (24) and (26) can be demonstrated with an argument

similar to that given in (Santos, 2010).

4 A FINITE ELEMENT METHOD FOR THE PSVTM-MODE. RECTANGULAR EL-
EMENTS

Let T h(Ω) be a nonoverlapping quasiregular partition ofΩ = Ωp ∪ Ωa into rectanglesΩj

of diameter bounded byh such thatΩ = ∪J
j=1Ωj . Denote byξj and ξjk the midpoints of

Γj = ∂Ωj ∩ Γ andΓjk = Γkj = ∂Ωj ∩ ∂Ωk, respectively.
To approximate the electromagnetic fieldsE,H2 we will employ the mixed finite element

spaceVh ×Wh, defined as follows (Nedelec, 1980; Monk and Parrot, 1994):

Vh = {ψ ∈ H(curl,Ω) : ψ|Ωj ∈ Vh
j ≡ P0,1(Ωj) × P1,0(Ωj)},

Wh = {ϕ ∈ L2(Ω) : ϕ|Ωj ∈ Wh
j ≡ P0(Ωj)}.

Here,Ps,t(Ωj) denote the polynomials of degree not greater thans in x and not greater thant in
z on Ωj , whileP0 denote the constants onΩj . The functions inVh have continuous tangential
components across the internal boundariesΓjk. Also, curlVh ⊂ W(h) .

FollowingMonk and Parrot(1994), the degrees of freedom forVh are defined in the follow-
ing way. LetΩj be a general element of the partitionT h(Ω) and letψ ∈ [H1(Ωj)]

2. Then define
the following moments onΓjk:

MΓjk
(ψ) =

{
〈ψ · τ, f〉Γjk

; f ∈ P0(Γjk)
}
. (29)

Note that (29) are curl–conforming and unisolvent for elements inVh.
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To approximate each component of the solid displacement vector we employ the noncon-
forming finite element spaceNCh as in Douglas Jr. et al.(1999), while to approximate the
fluid displacement vector we chooseMh, the vector part of the Raviart-Thomas-Nedelec space
(Raviart and Thomas, 977; Nedelec, 1980) of zero order. More precisely, set

R̂ = [−1, 1]2, N̂C(R̂) = Span{1, x̂1, x̂3, α̃(x̂1) − α̃(x̂3)}, α̃(x̂1) = x̂2
1 −

5

3
x̂4

1.

with the degrees of freedom being the values at the midpoint of each edge of̂R. Next, for each
Ωj ⊂ Ωp, letFΩj

: R̂ → Ωj be an invertible affine mapping such thatFΩj
(R̂) = Ωj , and define

NCh
j = {v : v = v̂ ◦ F−1

Ωj
, v̂ ∈ N̂C(R̂)}.

Thus,

NCh = {v : vj = v|Ωj
∈ NCh

j , vj(ξjk) = vk(ξjk) ∀(j, k)},

Mh = {w ∈ H(div,Ωp) : w|Ωj ∈ Mh
j ≡ P1,0(Ωj) × P0,1(Ωj)}.

To state the approximating properties of the finite element spaces defined above we introduce
the following four projection operators.

First, let
[H1

h(Ω)]2 = {ψ : ψ|Ωj ∈ [H1(Ωj)]
2},

with [H1
h(Ωp)]

2 defined in similar fashion and ifΓjk,p denotes any inner interfaceΓjk in Ωp let

Λ̃h =
{
λ̃h : λ̃h

jk = tr Γjk,p
(λ̃h|Ωj

) ∈ [P0(Γjk,p)]
2 ≡ Λ̃h

jk, λ̃h
jk + λ̃h

kj = 0
}
,

whereP0(Γjk,p) denotes the constant functions defined onΓjk,p.
Remark: Note that there are two copies of[P0(Γjk,p)]

2 assigned to eachΓjk,p, one fromΩj to
Ωk and another fromΩk to Ωj .

Then we define the projections

Πh : H(curl,Ω) ∩ [H1
h(Ω)]2 → Vh : 〈(ψ − Πhψ) · χ, 1〉B = 0, B = Γjk or Γj , (30)

Ph : L2(Ω) → Wh : (Phw − w, ϕ) = 0, ϕ ∈ Wh, (31)

Rh : [H2(Ωp)]
2 → [NCh]2 : (vs

i − Rhv
s
i )(ξ) = 0, ξ = ξjk or ξj, (32)

for vs = (vs
1, v

s
2),

Qh : [H1(Ωp)]
2 → Mh :

〈
(vf −Qhv

f) · ν, 1
〉

B
= 0; B = Γjk,p or Γj, (33)

Sh : [H2(Ωp)]
2 ×H1(div; Ωp) → Λ̃h : 〈τ(v)ν − Sh(v), 1〉B = 0, (34)

v = (vs, vf), B = Γjk,p or Γj .

Let us define the broken norms

‖v‖2
s,h,Ωp

=
∑

Ωj⊂Ωp

‖v‖2
s,Ωj

.
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The approximation properties of these operators can be stated as follows (Nedelec, 1980; Santos and Sheen,
2007):

‖ψ − Πhψ‖0 ≤ Ch‖ψ‖1, ψ ∈ [H1(Ω)]2, (35)

‖curl(ψ − Πhψ)‖0 ≤ Ch‖curlψ‖1, ψ ∈ [H1(Ω)]2, curlψ ∈ H1(Ω), (36)

‖Phϕ− ϕ‖0 ≤ Ch‖ϕ‖1, ∀ϕ ∈ H1(Ω), (37)[
‖vs −Rhv

s‖Ωp
+ h‖vs −Rhv

s‖2
1,h,Ωp

+ h2‖vs − Rhv
s‖2

2,h,Ωp

+h
1

2

( ∑

Ωj⊂Ωp

‖vs − Rhv
s‖2

0,∂Ωj

) 1

2

+ h
3

2

( ∑

Ωj⊂Ωp

‖τ(vj)νj − Shvj‖
2
0,∂Ωj

)1/2

(38)

≤ Ch2
(
‖vs‖2,Ωp

+ ‖∇ · vf‖1,Ωp

)
, v =

(
vs, vf

)
∈ [H2(Ωp)]

2 ×H1(div,Ωp),

‖Qhv
f − vf‖0,Ωp

≤ Ch‖vf‖1,Ωp
, vf ∈ [H1(Ωp)]

2, (39)

‖∇ · (vf −Qhv
f)‖0,Ωp

≤ Ch‖∇ · vf‖1,Ωp
, vf ∈ H1(div,Ωp). (40)

Note that since curlψ ∈ Wh ∀ψ ∈ Vh, it follows from (31) that

(Phf − f, curl ψ) = 0, ∀ψ ∈ Vh. (41)

Also note the orthogonality property for functions onNCh:
〈
vs

j − vs
k, 1
〉
Γjk

= 0 for all interior interfacesΓjk, vs ∈ NCh. (42)

Set

Ah(u, v) =
∑

Ωj⊂Ωp

[∑

l,m

(
τlm(u), εlm(v(s))

)
Ωj

−
(
pf (u),∇ · vf)

)
Ωj

]
(43)

=
∑

Ωj⊂Ωp

(M ǫ̃(u), ǫ̃(v))Ωj
,

and

Θh

(
(E,H2, u

s, uf), (ψ, ϕ, vs, vf)
)

= (ε
∂E

∂t
, ψ) + (σE,ψ) − (H2, curlψ) (44)

+

(
L0

η

κ0

∂uf

∂t
, ψ

)

Ωp

+ (curlE,ϕ) +

〈(
ε

µ

)1/2

E · χ, ψ · χ

〉

+(µ
∂H2

∂t
, ϕ) +

(
P
∂2u

∂t2
, v

)

Ωp

+

(
η

κ0

∂uf

∂t
, vf

)

Ωp

+ Ah(u, v) +

〈
DSΓ(

∂u

∂t
), SΓ(v)

〉

Γp

.

Let
Yh = Vh ×Wh × (NCh)2 ×Mh.

The Galerkin procedure is defined as follows: find
(
Eh, Hh

2 , u
s,h, uf,h

)
∈ Yh such that

Θh

(
(Eh, Hh

2 , u
s,h, uf,h), (ψ, ϕ, vs, vf)

)
= (F s, vs)Ωp

+ (F f , vf)Ωp
, (45)

(ψ, ϕ, vs, vf) ∈ Yh.

Uniqueness for (45) follows with the same argument than for (23), (24) and (26); existence will
be assumed. The followingapriori error estimate can be demosntrated using the ideas presented
in (Santos, 2010).
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Theorem 1 Let(E,H2, u
s, uf) ∈ Y be the solution of(23), (24) and(26) and let(Eh, Hh

2 , u
s,h, uf,h) ∈

Yh be the solution of(45), respectively. Assume thatE ∈ [H1(Ω)]2, curl E, H2 ∈ H1(Ω)
us ∈ [H2(Ωp)]

2, uf ∈ H1(div,Ωp). Also assume that the matrixMi is positive definite. Then
the following a priori error estimate holds: forω > 0 andh > 0 sufficiently small,

‖E − Eh‖0 + ‖curl(E −Eh)‖0 + ‖H2 −Hh
2 ‖0 + ‖us − us,h‖1,h,Ωp

+ ‖uf − uf,h‖0,Ωp

+‖∇ · (uf − uf,h)‖0,Ωp
+ ‖(E − Eh) · χ‖0,Γ + ‖us − us,h‖0,Γp

+ ‖(uf − uf,h) · ν‖0,Γp

≤ C(ω) [h (‖E‖1 + ‖curl E‖1 + ‖H2‖1)

+ h1/2
(
‖E‖1 + ‖us‖2,Ωp

+ ‖uf‖1,Ωp
+ ‖∇ · uf‖1,Ωp

)]
.

5 NUMERICAL EXPERIMENTS FOR 2D SEISMOELECTRIC MODELING

Synthetic seismoelectrograms can aid in the understandingand interpretation of the signals
generated by electrofiltration. A simple model consists of athin clay aquitard layer (1 m) which
is surrounded by sand (see Fig.1).

��������������������������������������������������������

*

50 m

30 m

100 m

Air

Sand

Clay

Surface receivers

Bottom receivers

receivers
Down−hole

Source

Figure 1: Geometry for a thin aquitard layer model.

The observation points are located at the surface, at 50 m depth and in a well. The distance
between adjacent receivers is 5 m in the horizontal direction and 1 m downhole. The main
physical parameters chosen are given in Table1 and are taken fromHaines and Pride(2006) .
The pore fluid is water and their properties are:ρf=1000 Kg/m3, η=10−3 Kg/(m s) andKf=2.2
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GPa. The density of the solid grains isρs=2600 Kg/m3. The water salinity is low,Ce=0.001
mol/l.

Material σ [S/m] φ VP [m/s] VS [m/s] Ks [GPa] κ0 [m2] L0 Q

Sand 0.01 0.30 1860 314 35 10−11 4.95 10−8 80
Clay 0.05 0.10 2300 406 25 10−16 1.26 10−9 80

Table 1: Material properties.

The calculation used a 1008x504 grid with a grid sizeδx1=δx2=0.13 m and 105 frequency
samples with a frequency step size of 3.81 Hz. The time dependence of the source is given by a
Ricker wavelet with a central frequency equal to 200 Hz. The simulation required about 3 hours
of computation , running on 12 processors of the Steele cluster (RCAC, Purdue University).

The coseismic field is generated by the relative fluid-rock motion that accompanies the seis-
mic P-waves. This field is indicated by “CS” in Fig.2. Moreover, a portion of the seismic
wave is converted to Biot slow wave at the interfaces that is rapidly attenuated but it creates
another relative fluid-rock motion. This effect is the flat interface response labeled by “IR” that
arrives at the same time, independent of offset. Electric fields for thex-component collected
by receivers located on surface and in depth are shown on the left and right sides of Fig.2,
respectively.
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Figure 2: Synthetic seismoelectrograms.

In a surface seismoelectric measurement, the interface response arrives at the same time that
the coseismic energy making it difficult to identify. However, in the bottom geometry gather
the interface response is arriving before the coseismic field. Some clues to distinguish “IR”
from coseismic arrivals and background noise are: (a) the signal arrives without typical seismic
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moveout, (b) the signal is generated from the first Fresnel zones of seismic waves centered
below the source, (c) the signal arrives in approximately one half the time required for a seismic
signal and (d) the signal changes polarity on both sides of the position of the source. Different
kinds of filters will be necessary to improve the signal-to-noise ratio.
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Figure 3: Comparison of seismoelectrograms and seismograms for down-hole receivers.

Fig. 3 shows a down-hole receiver array for a well located 15 m away from the source.
Seismoelectric (electric field) and seismic signals (seismic waves) are plotted with horizontal
time axis and vertical depth axis. Coseismic and seismic fields are associated with identical
arrival times. It is also possible to see the coseismic field of the reflected P-wave. Besides,
interface response generated at the thin layer propagates as an electromagnetic wave and arrives
nearly simultaneously at separated receivers.

6 CONCLUSIONS

In the present paper, a finite element procedure, used to model conversion between mechani-
cal and electromagnetic energy, is defined. The seismic source generates P and SV waves giving
rise to transverse-magnetic fields (PSVTM-mode).

The equations were solved in space-frequency domain by an iterative domain decomposed
finite element method for which apriori error estimates can be established. The algorith has
been implemented on parallel architectures with MPI as the communication protocol.

Qualitative analysis of the results indicates that interface response can be identify, but in
general, it is necessary enhance signal-to-noise ratio by filters. It is important to verify that the
continuous events on the recorded data are not a processing artifact.
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