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Abstract.
This work presents an implementation of a stabilized finite element formulation for incompressible

viscous flow coupled with the advective-diffusive temperature transport equation through the Boussi-
nesq approximation approach. For solving of the incompressible Navier-Stokes equations we use the
Streamline Upwind Petrov-Galerkin/Pressure Stabilized Petrov-Galerkin (SUPG/PSPG) formulation and
for the advective transport equation the SUPG formulation is employed. A comparison of the compu-
tational performance between full Gaussian and reduced (centre of the element) integrations for the
isoparametric 8-node hexahedron element is presented. A h-stabilization for both advective and vis-
cous/diffusive terms is used to control the spurious hourglass modes introduced by under integrating
the element. The implementation has been performed using the libMesh Finite Element Method (FEM)
library (http://libmesh.sourceforge.net) which provides support for adaptive mesh refinement and coars-
ening (AMR/C) and parallel computations. A verification is made using the Kim-Moin problem and the
computational performance is evaluated solving a natural convection problem in a parallel machine.
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1 INTRODUCTION

The spatial integration on the domain of quadrilaterals and hexahedral elements in the finite
element method is usually performed by Gaussian quadrature. When two- and three-linear
interpolation functions are used, 2× 2 integrations points, in two dimensions, and 2× 2× 2 in
three-dimensional problems are commonly employed.

Many computer codes that use explicit time integrations schemes adopt a lower quadrature
order, which are less than that required for the exact spatial integration of the polynomials. Be-
sides the large economy of computing time, especially in nonlinear problems, studies suggest
that the convergence rate obtained with one-point quadrature is consistent with that obtained us-
ing the full integration (Belytschko et al., 1984) of the terms arising from the weak formulation
which is the basis of the finite element method.

The main difficulty presented by one-point quadrature is the instability arising from oscilla-
tions in the solution. These oscillations result from the fact that the under-integrated gradient
operator has no control over the spurious hourglass modes. Currently the pattern of oscillations
is well known and is found in a wide range of physical problems (Mallet et al., 1992).

Many procedures have been developed to control the hourglass modes for the advective-
diffusive terms in transport problems. Christon (1998) uses the so called h-stabilization per-
formed through the outer product of the hourglass vectors of the elements to deduce the oper-
ator stabilizer which is added to the diffusive terms of the Navier-Stokes equations for solving
incompressible viscous flow. In Mallet et al. (1992) is presented a correction to the hourglass
modes for multidimensional advective-diffusive systems deduced from the Hu-Washizu varia-
tional formulation. This technique was applied to solve two- and three-dimensional Euler and
Navier-Stokes equations for compressible flows using the Galerkin least-squares variational for-
mulation with discontinuity capturing operator. Dias and Coutinho (1997) also derives from a
Hu-Washizu variational formulation a technique to control the spurious oscillations to solve the
two-dimensional scalar steady-state advective-diffusive equation using the SUPG formulation.
Dias and Coutinho (2004) used a reduced integration technique together with a stabilized finite
element method (FEM) formulation in the determination of the pressure and concentrations
fields in a porous media.

Following the work of Mallet et al. (1992), this paper applies hourglass correction operators
to under-integrated trilinear hexahedra for the finite element solution of coupled viscous flow
and heat transfer problems. The SUPG/PSPG finite element formulation (Tezduyar, 1992) is
used to discretize in space the incompressible Navier-Stokes equations, while the temperature
transport equation is discretized by the SUPG finite element formulation.

In order to keep the focus on the issues related to the numerical problem, we use the libMesh
framework. libMesh is a C++ library for parallel adaptive mesh refinement/coarsening numeri-
cal multiphysics simulations based on the finite element method (Kirk et al., 2006).

The remainder of this paper is organized as follows. In the next section we present the gov-
erning equations for coupled viscous flow and temperature transport, the corresponding finite
element formulation and the houglass control operators. In Section 3 we present a verifica-
tion problem, the Kim-Moin flow, and the solution of a three-dimensional natural convection
to evaluate the parallel computing performance. The paper ends with a summary of our main
conclusions.

A. ROSSA, J. CAMATA, A. COUTINHO3170

Copyright © 2010 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar



2 MATHEMATICAL FORMULATION

2.1 Governing Equations

We consider the following velocity-pressure formulation of the Navier-Stokes equations gov-
erning incompressible viscous flow

ρ

(
∂u

∂t
+ u · ∇u

)
− f −∇ · σ = 0 on Ω× [0, t] ,

∇ · u = 0 on Ω× [0, t] ,

(1)

where ρ is the density. u is the velocity and f is the body force carrying the gravity acceleration
effect. σ is the stress tensor given as

σ (p,u) = −pI + T, (2)

where p is the hydrostatic pressure, I is the identity tensor and T is the deviatoric stress tensor

T = 2µε (u) . (3)

In equation (3) µ is the dynamic viscosity and ε (u) is the strain rate tensor defined as

ε (u) =
1

2

(
∇u + (∇u)T

)
. (4)

The essential and natural boundary conditions associated with equation (1) can be imposed
at different portions of the boundary Γ and are represented by

u = g on Γg,

n · σ = h on Γh.
(5)

The advective-diffusive temperature transport is described by the following partial differen-
tial equation

ρcp

(
∂T

∂t
+ u · ∇T )

)
−∇ · (k∇T ) = 0, (6)

where T is the temperature, cp is the specific heat and k the conductivity tensor. The essential
and natural boundary conditions are

T = Tg on Γg,

−n · (k∇T ) = q on Γq.
(7)

The coupling between the Navier-Stokes and temperature transport equations is done by the
flotation forces due the small variations in the fluid density. These variations are calculated by
Boussinesq approach which introduced in the body force vector results in the following equation

f = gρ (T ) , (8)

where g is the gravity acceleration vector and ρ (T ) is the dependence of the fluid density on
temperature variation given as

ρ (T ) = ρ∞ (1− β (T − T∞)) . (9)

In equation (9) ρ∞ is the reference density of the fluid calculated at the reference temperature
T∞ and the parameter β is the thermal expansion coefficient.
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2.2 Stabilized Formulation

We consider a suitably defined finite-dimensional trial solution and test function spaces for
velocity and pressure, Shp , V h

u and Shp and V h
p = Shp . The stabilized finite element formulation

of the momentum and continuity equations (1) for incompressible fluid flows can be written as:
find u ∈ Shu and p ∈ Shp such as ∀wh ∈ Shp and ∀qh ∈ Shp

∫
Ω

wh ·
[
ρ

(
∂uh

∂t
+ uh · ∇uh

)
− f

]
dΩ +

∫
Ω

ε
(
wh
)

: σ
(
ph,uh

)
dΩ−

∫
Γ

wh · hdΓ+∫
Ω

qh∇ · uhdΩ+

nel∑
e=1

∫
Ωe

(
τSUPGu

h · ∇wh
)
·
[
ρ

(
∂uh

∂t
+ uh · ∇uh

)
−∇ · σ

(
ph,uh

)
− f

]
dΩe+

nel∑
e=1

∫
Ωe

(
1

ρ
τPSPG∇qh

)
·
[
ρ

(
∂uh

∂t
+ uh · ∇uh

)
−∇ · σ

(
ph,uh

)
− f

]
dΩe = 0.

(10)

The first four integrals in (10) arise from the classical Galerkin formulation. The summations
over the elements are the SUPG and the PSPG stabilizations. The parameters for both stabiliza-
tions adopted in this work were obtained from Tezduyar (1992) and are defined as follows

τSUPG = τPSPG = τ =

[(
2
∣∣uh∣∣2
he

)
+ 9

(
4ν

he2

)]−1/2

, (11)

where ν is the kinematic viscosity and he is an element length measure based in its volume V e

as shown bellow

he =
3

√
6V e

π
. (12)

For the temperature test functions we adopt the same assumptions. So ShT and V h
T are the

trial and test function spaces for the temperature equation and the stabilized finite formulation
for the advective-diffusive transport can be written: find T h ∈ ShT such that ∀wh ∈ V h

T

∫
Ω

wh · ρcp
(
∂T h

∂t
+ uh · ∇T h

)
dΩ +

∫
Ω

∇wh · k · ∇T hdΩ−
∫

Γ

wh · qdΓ+

nel∑
e=1

∫
Ωe

(
τSUPGu

h · ∇wh
)
·
[
ρcp

(
∂T h

∂t
+ uh · ∇T h

)
−∇ · k · ∇T

]
dΩe = 0.

(13)

The first three integrals are from the Galerkin formulation over (13) and the summation over
the elements is the SUPG stabilization. The SUPG parameter is calculated in a similar fashion
to the defined above and is given as

τSUPG = τt =

[(
2
∣∣uh∣∣2
he

)
+ 9

(
4k

he2

)]−1/2

, (14)

where k is the thermal diffusivity.
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2.3 Hourglass Control Operators

The matrices integrated at the center of the element resulting from terms of equations (10)
and (13) where the discretized gradient of the shape functions appears are rank deficient. It may
cause spurious oscillations on the solution. Thus it is necessary to use a methodology able to
suppress the under integration negative effects. Given three-linear interpolation functions Nk,
(k = [1, 8]) we define bi as the discrete gradient operator calculated at the centre of the element
in the directions i = x, y, z,

bi =
[
N1
,i, N

2
,i, N

3
,i, N

4
,i, N

5
,i, N

6
,i, N

7
,i, N

8
,i

]T
. (15)

Following Mallet et al. (1992), the interpolation of any scalar v over a typical element may
be written as

v (x, y, z) =
(
CT + bTxx+ bTy y + bTz z + γTαhα

)
ve, (16)

where ve are its local (element) nodes values array. The subscript α = 1, 2, 3, 4 represents the
four hourglass modes in the three-dimensional space. The vectors C and γα are calculated as

C =
1

8

[
t− tTxebx − tTyeby − tTzebz

]
, (17)

γα =
1

V e

[
Hα −HT

αx
ebx −HT

αy
eby −HT

αz
ebz
]
, (18)

where V e is the element volume. In (16) the hα functions are defined as follows

h1 =
V e

8
ξη,

h2 =
V e

8
ηζ,

h3 =
V e

8
ξζ,

h4 =
V e

8
ξηζ.

(19)

where ξ, η, ζ are local natural coordinates at the reference space.
The vectors t and Hα mean the rigid body motion and the hourglass modes and are given

bellow

t = [1, 1, 1, 1, 1, 1, 1, 1]T , (20)

H1 = [1,−1, 1,−1, 1,−1, 1,−1]T ,

H2 = [1, 1,−1,−1,−1,−1, 1, 1]T ,

H3 = [1,−1,−1, 1,−1, 1, 1,−1]T ,

H4 = [−1, 1,−1, 1, 1,−1, 1,−1]T .

(21)

The hourglass stabilizations for the advective and diffusive terms are derived introducing
this new interpolation function on the Hu-Washizu variational formulation over the stabilized
formulations (10) and (13). A discussion on the details of this procedure is beyond the scope
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of this work. One can found a complete deduction with further details in the work referenced
above as well in Dias and Coutinho (1997) and Dias and Coutinho (2004).

Generally, the diffusive stabilization terms may be written as

dhg = εdDijHαβ
ii γαγ

T
β , (22)

where Dij is a generic diffusive tensor (i, j = x, y, z) and

Hαβ
ii =

∫
Ωe

hα,ihβ,i, (23)

where hα,i means the partial derivative with respect to a physical coordinate.
The advective stabilizations terms may be written in a general way as

ahg = εaX α
ijbjū

h
i γ

T
α , (24)

X αβ
ij =

∫
Ωe

xjhα,i, (25)

ūhi is the average of each velocity component i at the centroid of the element and xj are the
global system coordinates.

Finally the (pressure) gradient stabilization term is given by

phg = εpX α
ijbjδijγ

T
α , (26)

where δij is the Kroenecker delta.
The stabilization (26) can be view as an advective stabilization term of a constant homoge-

neous advective field which its components are taken equal to 1.
In (22), (22) and (26) the non-dimensional hourglass stabilization parameters εk, (k = d, a, p)

may assume values in the range [0, 1]. The choice of its value is not trivial for elements with
non-parallel faces. In this work, by default it was set as unity. See Gresho et al. (1984) and
Belytschko et al. (2000) for further informations.

Remark 1. One should note that (22), (24) and (26) are 8 × 8 matrices and a sum must be
done over the greek and latin indexes, i. e.,

dhg (m,n) =
∑
α

∑
β

∑
i

∑
j

DijHαβ
ii γα (m) γβ (n) . (27)

Equation (26) has one component for each cartesian direction, thus

phgj (m,n) =
∑
α

∑
β

∑
i

X αβ
ij bj (m) γα (n) . (28)

Remark 2. The Hα
ij and X α

ij are performed using a symbolic algebra software while bi and
the diffusive tensors are evaluated at the element centroid (i.e. 1× 1).
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2.4 Discretized Systems

Adopting the implicit backward Euler scheme for the time discretization together with a
fixed point linearization, the final discrete system of (10) and (13) (see Rossa et al. (2009)) plus
the hourglass stabilization terms results in

(Mc + Ms
τ )u

n+1,ν+1 + ∆t
(
Ns
(
un+1,ν

)
+ Ns

τ

(
un+1,ν

)
+ Ks

)
un+1,ν+1−

∆t (Gs −Gτ )p
n+1,ν+1 = ∆t (f (Tn) + fτ (Tn)) + (Mc + Ms

τ )u
n,

(29)

∆tGsTun+1,ν+1 + Ms
ξu

n+1,ν+1 + ∆t
(
Nξ

(
un+1,ν

)
un+1,ν+1 + Gs

ξp
n+1,ν

)
=

∆tfξ (Tn) + Ms
ξu

n,
(30)

(Mc + Ms
τ )T

n+1,ν+1 + ∆t
(
Ns
(
un+1

)
+ Ns

τ (uν) + Ks
)
Tn+1,ν+1 =

(Mc + Ms
τ )T

n.
(31)

In (29), (30) and (31) u, p and T are the nodal vectors of the correspondent unknowns uh,
ph and Th . The super indexes n + 1 and n mean the current and previous time steps while
ν + 1 and ν are respectively the current and previous linear iterations.

For the matrices where the advective operator appears, i.e., Galerkin advection, SUPG mass
and advection, and PSPG advection, the velocity components are evaluated at each integration
point. Thus they are taken as the average at the center of the elements for the one point Gaussian
integration.

The Galerkin mass matrix was analytically integrated considering the Jacobian determinant
calculated at the centre of the element and is given bellow

Mc =
V e

64



a b c b b c d c
a b c c b c d

a b d c b c
a c d c b

a b c b
sym. a b c

a b
a


(32)

where
a = 2.370370370370370 · · · ,
b = 1.185185185185185 · · · ,
c = 0.592592592592592 · · · ,
d = 0.296296296296296 · · · .

(33)

This mass matrix is a good approximation for the Galerkin mass matrix when the hexahedron
presents a favorable aspect ratio.

N (u) is the non-linear advection matrix, G and GT are the gradient and its transpose (di-
vergent) matrices. f is the body force vector. The matrices and vectors with the subscripts τ
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and ξ mean the SUPG and PSPG terms. Moreover the matrices with the superscript s are those
which the hourglass stabilizations terms were added, i.e.

Ns = N + Nhg

Ks = K + Khg

Gs = G + Ghg

Ms
τ = Mτ + Mhg

τ

Ns
τ = Nτ + Nhg

τ

Ms
ξ = Mξ + Mhg

ξ

Gs
ξ = Gξ + Ghg

ξ

(34)

where the superscript hg means the stabilization matrices which are summarized in the Table 1.

System Matrix Stabilization

Navier-Stokes

Advective Galerkin X α
ijbjū

h
i γ

T
α

Viscous Galerkin µIHαβ
ii γαγ

T
β

Gradient/Divergent Galerkin X α
ijbjδijγ

T
α

Mass SUPG τX α
ijbjū

h
i γ

T
α

Advection SUPG τ
(
ūh ⊗ ūh

)
Hαβ
ii γαγ

T
β

Mass PSPG τX α
ijbjδijγ

T
α

Pressure Gradient PSPG τIHαβ
ii γαγ

T
β

Temperature

Advective Galerkin X α
ijbjū

h
i γ

T
α

Difusive Galerkin kHαβ
ii γαγ

T
β

Mass SUPG τtX α
ijbjū

h
i γ

T
α

Advection SUPG τt
(
ūhi ⊗ ūhi

)
Hαβ
ii γαγ

T
β

Table 1: Stabilization terms summary.

As can be seen, the mass SUPG, and mass and pressure gradient PSPG matrices are also
corrected. The first is equal to the advection Galerkin transpose multiplied by the SUPG/PSPG
parameter. The second is equal to the divergent Galerkin also multiplied by the same parameter.
The later is similar to the Galerkin viscous if the viscous tensor is taken as the identity matrix
I3×3.

3 NUMERICAL RESULTS

3.1 Kim-Moin flow

The Kim-Moin problem is used to verify convergence rate of the solution of Navier-Stokes
equations for both full and under integrated elements. The Kim-Moin flow has analytical so-
lution for the incompressible viscous flow into a unity square. To emulate the 2D domain
Ω = [0, 1] × [0, 1], only one slice of hexahedra elements is used together with symmetric flow
conditions for the perpendicular (z) direction.
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This test problem was used by Föster et al. (2008) to investigate the influence of different
stabilizations terms on the results obtained on distorted meshes. These numerical results were
compared with the exact solution given by

ux (x, y, t) = − cos (aπx) sin (aπy)e−2a2π2tν , (35)

uy (x, y, t) = sin (aπx) cos (aπy) e−2a2π2tν , (36)

p (x, y, t) = −1

4
(cos (2aπx) + sin (2aπy)) e−4a2π2tν . (37)

The solutions of (35)-(37) are stationary in space and decrease monotonically in time. To
keep the focus only in the spatial solution, the error is calculated scaling the temporal decay as
shown bellow

erru :=
∥∥uh − u

∥∥
2
e2a2π2tν (38)

errp :=
∥∥ph − p∥∥

2
e4a2π2tν (39)

where the superscript h means the numerical solution.
The usual L2 error norm employed in a-priori error estimates of each variable is replaced

here by a root mean square norm (RMS) defined as follows,

‖·‖ :=

(
Nodes∑
i=1

err2
i

)
/Nodes (40)

where the subscript i represents the error in each one of the nodes of the grid calculated with (38)
and (39).

The computations are performed using undistorted and distorted grids which pattern is shown
in Fig. 1. We adopt four different grid sizes: 44× 44, 56× 56, 68× 68 and 80× 80.

(a) (b)

Figure 1: A sample of meshes for the error evaluation: (a) 44× 44 undistorted mesh, (b) 44× 44 distorted mesh
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The results presented here were calculated using the parameter a = 2 and the kinematic
viscosity ν = 0.01. The time step for each grid size was calculated such as the maximum CFL
number (based on the characteristic element size he ) at t = 0 for the meshes is kept fix. This
yields for the distorted meshes CFLd (0) = 0.2795 and for the regular meshes CFLr (0) =
0.2530. The Reynolds number was set to Re = 100 for all simulations. Finally, pressure is
prescribed at the slice center such as p (0.5, 0.5, z, t) is computed by (37).

The Table 2 and Table 3 show the RMS norms of the velocity, pressure and total (velocity
plus pressure) errors for the four grids (distorted and undistorted meshes) calculated with full
and under integrated elements. heav means the average characteristic length of each mesh.

Mesh Full Reduced
size heav erru errp erru+p erru errp erru+p

44× 44 0.0282 0.00193 0.00808 0.00830 0.00310 0.00970 0.01019
56× 56 0.0222 0.00133 0.00586 0.00600 0.00209 0.00693 0.00723
68× 68 0.0182 0.00099 0.00453 0.00464 0.00152 0.00526 0.00547
80× 80 0.0155 0.00079 0.00365 0.00373 0.00117 0.00418 0.00434

Table 2: Velocity and Pressure error for undistorted mesh.

Mesh Full Reduced
size heav erru errp erru+p erru errp erru+p

44× 44 0.0273 0.00268 0.00550 0.00612 0.00628 0,00778 0,00999
56× 56 0.0218 0.00175 0.00432 0.00466 0.00405 0,00580 0.00707
68× 68 0.0177 0.00127 0.00356 0.00376 0.00284 0,00458 0,00539
80× 80 0.0150 0.00091 0.00302 0.00315 0.00210 0,00371 0,00426

Table 3: Velocity and Pressure error for distorted mesh.

As can be seen, the velocity filed always presents a smaller error than the calculated for
the pressure. Comparing the results of the two mesh type patterns, we observe that, for the
pressure variable, smaller errors were obtained on distorted meshes, resulting in smaller overall
error too. Moreover the results with under-integration elements always present a higher error
norm for each particular variable, which yields a higher overall error (velocity components plus
pressure variables).

The spatial discretization error can be synthesized through an effective convergence rate
defined from an error ansatz shown bellow (Eça and Hoekstra, 2009),

erri := αih
pi , (41)

where pi is the convergence rate error of each variable i.
The Fig. 2 shows the plot of log err against log hav comparing the results of full and under

integrating for undistorted and distorted grids. The obtained rates are summarized in the Table 4.
Although smaller errors were obtained with full integration, higher convergence rates were

found with under integration. The velocity variable always has a better convergence rate. The
best result for velocity is achieved with one point integration and distorted mesh while for the
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(a) (b)

(c) (d)

Figure 2: Spatial error discretization. Undistorted Meshes: (a) Velocity error, (b) Pressure error. Distorted Meshes:
(c) Velocity error, (d) Pressure error

Mesh
Full Reduced

pu pp pu+p pu pp pu+p

Undistorted 1,49 1.32 1,33 1.63 1.41 1.43
Distorted 1.80 1.00 1.11 1.84 1.24 1.43

Table 4: Convergence rate.

pressure, it is also for the under-integrated element, but for the undistorted mesh. The worst
result is obtained for the pressure with full integration and distorted mesh.

3.2 Three-dimensional natural convection with heated lateral walls

The second application example is the natural convection problem inside a unit cube. In this
problem the right side wall (x = 1) is kept cooler than the left one (x = 0). The remaining
walls are adiabatic. For the velocity, non-slip boundary conditions are imposed for the fluid at
all walls. We prescribed the pressure at the center of the cavity as p (0.5, 0.5, 0.5) = 0.

The dimensionless physical parameters are given by the Reynolds number Re = 11063, the
Prandtl number Pr = 7 and the Rayleigh number Ra = 2.0 × 105. So the Grashof number is
Gr ≈ 28571. The thermal expansion coefficient is β = 2.1× 10−4 and the gravity acceleration
modulus is |~g| = 1.1005 aligned with the negative direction of the z axis. The cold temperature
is Tc = 0 and the heat is Th = 1.0 while the reference temperature is T∞ = Tc. Further
details about the physical parameters and how to rearrange them to yield dimensionless suitable
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quantities can be found in Griebel et al. (1997). There is an extensive literature on numerical
results for this class of buoyancy force problem at many scales of the Rayleigh number. See
Davis (1983) and Mayne et al. (2000) for instance.

The steady-state temperature field and the streamlines at the plane y = 0.5 are presented in
Fig. 3. The Fig. 4 shows the spatial velocity vector field and the temperature over the x = 1,
y = 1 and z = 0 planes.

(a) (b)

Figure 3: Natural convection into a unit cube: (a) Temperature field and isotherms at y = 0.5, (b) Velocity field
and streamlines over at y = 0.5

Figure 4: Spatial velocity vector field

Two different views of the spatial streamlines are presented in Fig. 5
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(a)

(b)

Figure 5: Natural convection into a unit cube: (a) First view, (b) Second view

The regular mesh has 32 × 32 × 32 elements and the time step size is ∆t = 50. In order
to compare the performance of the full and under-integrated elements, we fixed the maximum
time tend = 18000.

The linear solver is the GMRES(30) and the linear tolerance was set 1 × 10−9 while the
nonlinear tolerance was 1 × 10−4 for both Navier-Stokes and transport problems. PETSc pro-
vides parallel preconditioners that can be used with incomplete LU factorizations on each sub
domain (on each processor). In the experiments we used a non-overlapping parallel incomplete
factorization preconditioning (ILU(1)) together with Block-Jacobi.

This simulation was performed on the SGI Altix ICE 8200 cluster with 32 nodes. Each
node has two Intel Xeon quad-core (2.66GHz / 4MB L2) and 8GB of memory. The nodes are
connected by an InfiniBand network. The MPI over InfiniBand is Open MPI version 1.2.8.

We compare the parallel computational performance for the full and under-integration cases
for the coupled viscous flow and temperature transport systems. The best results were obtained
setting the hourglass stabilization parameters as εd = 1.0, εa = 0.5 and εp = 1.0. The computed
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CPU time in seconds are summarized in the following tables.

CPU
Navier-Stokes Transport

Total
Assembly Solver Total Assembly Solver Total

16 165.15 995.60 1160.75 41.93 111.75 153.68 1314.43
32 81.74 508.24 589.98 21.30 69.68 86.85 680.96
64 40.90 354.31 395.21 11.85 85.85 97,7 492.91

Table 5: CPU time in seconds to assemble and linear solver with full integration.

CPU
Navier-Stokes Transport

Total
Assembly Solver Total Assembly Solver Total

16 93.03 1043.63 1136.66 26.61 102.89 129.50 1266.16
32 46.28 501.07 547.35 14.11 55.94 70.05 617.40
64 24.85 357.25 382.10 9.65 83.60 93.25 475.35

Table 6: CPU time in seconds to assemble and linear solver with under-integration.

We observe that computing element matrices and assembling the Navier-Stokes and temper-
ature transport systems and residuals is approximately two times faster for the under-integrated
element. However, the time spent in the nonlinear solution procedure is roughly equivalent for
both elements. Thus the overall CPU time of the under integration procedure does not present a
significant gain over the full integration (5-10% faster). This is consistent with the behavior of
the fully implicit time marching scheme employed here that uses preconditioned GMRES. The
total number of the solver linear iterations (LI) and nonlinear iterations (NLI) are presented in
the Table 7 and Table 8.

CPU
Navier-Stokes Transport

LI NLI LI NLI
16 1961 445 1152 532
32 2614 445 1789 536
64 2557 445 1933 549

Table 7: Linear and non-linear iteration summary for full integration.

CPU
Navier-Stokes Transport

LI NLI LI NLI
16 1834 445 1537 530
32 2664 442 2246 538
64 3081 442 2445 540

Table 8: Linear and non-linear iteration summary for under-integration.
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As can be seen, the total number of linear and nonlinear iterations for the under-integrated
element is equivalent to the full integrated element. This indicates that conditioning is not
affected by the hourglass control. Further performance gains can be achieved by using solver
strategies that compute residuals only, like Jacobian-Free Newton-Krylov methods (Knoll and
Keyes, 2004).

4 CONCLUSIONS

We presented the results of a comparison of the solution of the Navier-Stokes and temper-
ature transport using a stabilized finite element formulation for full and under-integrated hex-
aedron elements. The convergence rates obtained for both elements presented good agreement.
A comparison of the parallel performance of full and under-integrated elements shows that the
time spent in the nonlinear solution procedure is roughly equivalent for both elements. We have
observed that computing element matrices, residuals and assembling the system matrix is twice
as faster with elements with hourglass control than with the fully integrated elements. Better
CPU performance for the under-integrated element is expected as the mesh size increases.
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