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Abstract. This paper describes a work that includes the Idpweent and implementation of a
practical and efficient methodology to construct kaowledge extraction environment that
contemplates the search of information from Porésgulanguage Web sites. The application has
much functionality in text mining, such as simita$ and differences identification between pages
and sites, content classification and documentteding), which can be applicable to competitive
intelligence tools.

The application conception has as origin the egpion evaluation environment of literal informatson
that still come back toward the availability of @k that deals with only part of problem. Thinking
about the increasing availability of informationthe Web, it was possible to elaborate a propdsal o
an environment that presents these solutions inngegrated form, supplying results analysis,
according to the user indication.
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1 INTRODUCTION

Nowadays, the Web offers information that is waogthld. It is a tool that is becoming
increasingly popular for research and pursuit avidedge. Furthermore, it allows small and
medium businesses to use their content and stygplgcant, in favor of opinion polls or even
to know their customers and competitors.

Increasingly, major newspapers and magazines puthiesr news on the internet, serving a
large audience mainly in developed countries. Whth, companies have at their disposal and
with a low-cost access to major media to disseraiimd@brmation, enabling strategic actions
are taken soon.

From this approach it is possible to monitor thesdmination of news in several sites
associated with media journalism, through the neteaf one or more key terms, making a
textual database can be exploited using text mirt@chniques. The results can be
manipulated allowing the identification of variotypes of useful information, such as:

» Identify individuals and companies that are invdlve news stories in the media;

* Identify the degree of exposure of any person ongany in the news circulating
on the Internet;

» List the most common terms used across differewsne

* Analyze the content of news, by identifying grombderms most frequently in the
news;

* Monitor the image of a particular customer or prddudentifying relationships
with virtual communities or blogs;

e Manage image crisis in order to prevent or prefidnean appropriate and effective
for taking decisions or actions that minimize negatimpacts on brands and
businesses;

* Monitor storm of news groups, through the idengificn of relevant terms that
appear in the news over time;

* Research new concepts review, behaviors or products

This type of research can be conducted for anyestibperson or company, whose
relevance is to find out. The important thing is lave a significant number of texts
associated with the chosen theme and, thereafpgly asome algorithms on the set of
information, enabling monitoring of the dynamicshafsiness, the research of new trends and
discovering striking facts.

This paper describes the development and implertiemtaf a methodology to build an
environment of knowledge extraction, seeking infation on news sites in Portuguese.

2 METHODOLOGY OF KNOWLEDGE EXTRACTION

The methodology applied in this work consists ofesal processing steps, where each of
them draws a set of relevant information, not diolythe process that will run in the next
step, but also for the analyst who can evaluath ezgult.

For each method used, there is a specific treatfoetite resultant information. But, in all
cases, the semantic space construction is necessamacting relevant terms that are
contributing during the results analysis phase.

The Web site pages are pre-processed, and exigtings in each page are stored in a
database, with its stem. Some treatments, as fnetse calculation are carried through
during the site process reading. Selected termthase on the tags that define the texts in the
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pages. Although identified terms as stopword —uesy used terms, such as conjunctions,
prepositions and articles, however without semantatevance - are not considered in the
next phase, all are stored in the database.

Linear (TF) frequency forms the space vector reprigion of each term and is used in the
next process applied on the pages or sites confients2001). So, the analyst will be able to
identify what is important among the terms used domparative site, and in documents
clustering process.

This methodology also uses the spectral detectfocommunities as a tool to discover
potential relationships in textual documents. Based Newman’s algorithm (Newman,
2004a), this technique can be applied in a casty sepresented by a documents” collection
(Santos, 2009a; Santos, 2009b).

2.1 Pre-processing

Data entry module executes the pages pre-process$itige selected site, and is used,
basically, for reading the information containedhe site pages indicated by the user. This
process is called web crawler (Chang, 2001), wheez has the option to select a new URL
or read a URL already visited. Obtained informati® stored in the database, differentiated
for the date and hour (timestamp) of reading the si

Document pre-processing includes the eliminatioristdpwords” and the application of
stemming algorithms. Nevertheless, the most impbiissue is the counting of frequencies
that will actually be stored in the BoW.

The BoWis a table, of which the lines are related to dbeuments and the columns are
related to the words (terms) that appear in theesobllection. The collection of document is
thus represented by the set={D;,i=1.N} and the set of all terms is denoted as

T ={TJ- = l..M} :
Although it is generally more interesting to sttne BoWusing special data structures due

to dimensions involved, mathematically it can b&sidered as aNxM sparse matrix of
which an elemenk; represents an index that related the tefmT in the documert; OD.

The vector representatioxy =(x;....,xy ) is usually adopted in information retrieval, such

that classical results of linear algebra can beleyep (Michael, 1999). This has been called
the vector space representation of documents.

Terms are converted to its canonic form, e.g. verbmsperative form: “estava”, “estou”,
estive” to “estar”. After, terms are reduced tostem, through the application of "stemming"
algorithm adapted for the Portuguese language @@re2001), that performs significantly
better than Portuguese Porter algorithm versiont¢PdL980).

According to (Santos, 2008), the most usual meétricompute indexes in the BoW is the
TF-IDF (term frequency—inverse document frequenogiex, which is based on information
theory and defines the importance of a term indilument set.

The TF-IDF index is the product of two factors: the term freqcy and the logarithm of
the inverse document frequency. The frequency tdra T; in the documentD; is the

number of occurrences of in D;, divided by the total number of terms in the doeatn

Nji
TF(D Tj) =
3 e 1)
k=1

wheren; is the number of occurrences of the termin the documenp; .
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The second factor is inverse document frequehthe termT; , computed as:

IDF(TJ-)=Iog[%J=IogN —logN; (2
i

where N; is the number of documents that contains the ternat least once (or other pre-

defined value).
TheTF-IDF index, which is actually stored at tBeWis computed as:

The TF-IDF index results in a weighted frequency such thaery frequent term that
appears in almost every document will have a IDiF while a term that occurs in a few
documents will have highdDF value. The composetF-IDF index may be interpreted as
the importance of the term to the documenb; .

When the documents in the document set are retatedgreat number of subjects, the
BoWcomputed by the TF-IDF index will generally resulta sparse matrix since many terms
do not appear in all documents in the collection.

2.2 Spectral Clustering of Document Networks

Many systems can be represented as networks. $hatset of nodes joined in pairs by
edges. The study of networked systems has expedgoarticular interest in the last decade
(Barabasi, 2003; Newman, 2003; Boccaletti et 2006). One issue that has received a
considerable attention is the identification of tmenmunity structure in networks (Newman,
2006a; Newman, 2006b; Newman, 2004a; Newman, 2004izht, 2007; Karrer, 2007,
Palla, 2005; Radicchi, 2004). In this work commurstructure is used to cluster documents
represented as a document network, as describéd nex

Document networks

The document corpora can be regarded as alesmptwork, of which the nodes are
related to the documents and the edges are weibktdte similarities among them.
The network is formally denoted as a undirg@ead weighted grapls = (v,E), such that

the affinity matrix is symmetric, real valued ansl €lements represent the similarity between
two documents. When constructing similarity graphe goal is to model the local
neighborhood relationships between the data pamtbjs case, documents.

Several similarities metrics may be used tmpate the affinity matrix allowing different
results. In this works the Gaussian function isduss similarity metric, such that each
element of affinity matrixA is defined as:

2
i =

e LA

aj = 4)

20

0 otherwise

where o is a dispersion parameters that controls the dp&the similarity function.

Most of the algorithms in community detectidon’t apply to weighted networks, such
that two nodes are connected if the similarityta torresponding data points is greater than
epsilon (a threshold defined ad-hoc). This approecloften called thes-neighborhood
approach (Luxburg, 2007).

In the next section, algorithms to detect camity structures in networks are presented
for clustering the document networks.
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Community structurein networks

A community structure in a network is definasl a group of vertices that have a high
density of edges within them, with a lower densityedges between groups. Formally, for all
nodesi in the communityc the number of connections node belonging its ownranity
k" is larger thark®“, the number of connections it has to the reshefrtetwork(Radicchi,
2004), such that:

k" > ke, OiOC. (6)
Further, they define a community in a weak senseh shat the sum of internal connections is
larger than the sum of external ones:

Z iac kim > Z ioc kP (7)

(Newman, 2004a) defined a quantitative measurevéduate an assignment of nodes into
communities called modularity, that can be usedampare different assignments of nodes
into communities quantitatively. The network moditlaQ is defined as:

Q=Z(Qi -af) (8)

where the index runs over all communities. The fraction of allkkinconnecting nodes in
groupi and j is denoted bye; . Hence,g; is the fraction of all links lying within group.

The fraction of all links connecting to nodes iogp i is denoted by, =Zje,j . One can

interpreta® as the expected fraction of internal links in groy if the network was random

and the nodes were distributed randomly into tlfferéint groups.
If the number of within-community edges is no bettean random, then the valug=0. A

value Q=1, which is the maximum, indicate strong communityucure. In practice

however, values typically fall in the range fronoab0.3 to 0.7 (Newman, 2004a).
The modularity matrix approach can be optimiby eigenvalues analysis as described
next.

Spectral modularity optimization

The algorithm that has been proposed by Newmanc@nmunity structure detection
(Newman, 2004b) uses a new matBxthat represents a characteristic matrix for networ
terms of its spectral properties, called modulamigtrix. This approach is a reformulation of
the modularity functio, presented in (8) and that can be convenientlyttevriin its

generalized matrix form as:
Q= %STB(Q)S 9)

where s is the column vector whose elements aresthé-11}, that represents the elements
belonging to group 1 i =1, and to group 2 ifs =-1. The total number of edges in the
networksm is defined as:

1

m=52i)di (10)
The network vertices degree; is defined as (5), and the real symmetric gerezdli
modularity matrixa(® has elements:
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B =B -4 2B (11)
kdg
where g; is the Kroneckeb-symbol, kO g represents the elements belonging tg group,

and the traditional modularity matr&x has its elements defined as:
dd;
B = A — 12
§ = A (12)
This formulation allows maximize the modularity @lyoosing an appropriate division of the

network based on the signs of eigenvector elenretdted to largest (positive) eigenvalues of
B(9), computed by the eigendecomposition:

B9 =vAVT (13)

where Vv is the orthogonal matrix of the eigenvectors ands a real diagonal matrix of the
eigenvalues. Not all eigenvalues must be compuiel that efficient algorithms can be used.

The elements which sign are positives stag oluster and those with negative ones on the
other, as seen above. The procedure follows subdgyithe network repeatedly and
computing the modularity function upon the partigo If exists no division of the sub
network that will increase the modularity of thewerk, then there is nothing to be gained by
dividing the sub network and the procedure mudirb&en.

This happen when there is no positive eigareslto the matrixa(9, providing the
termination check of the subdivision process trotighleading eigenvalue, make the network
indivisible.

This spectral approach is very interestingalge there is no necessity to known in
advance the numberof cluster, once it is determined by the procedtself, without the
necessity of the another algorithm like k-meansefcample, as happen with another spectral
algorithms.

The Newman'’s algorithm is composed of thespsst

1. Compute the affinity matrix like (4);

2. Compute the generalized modularity masf® for all network elements like (11);
3. Make the eigendecomposition of th&’ and discover the leading eigenvalue;

4. Construct the first division of the network bégm signs of the eigenvector related
to the leading eigenvalue;

5. Compute modularity of the partitioning based on (9);

6. Verify if the leading eigenvalue is positive;

7. In the case of the leading eigenvalue to betigesihen go to step 2 and continue
the procedure;

8. In the case of the leading eigenvalue to bethegthen the procedure must be left
alone and to be finished;

3 DEVELOPMENT ENVIRONMENT

The development environment is a system compossdwaral text mining tools that can
generate different types of results such as gtatisanalysis, content analysis, network
analysis and perception analysis, and provide tloeirents and a data base of terms fqund
as shown in Figure 1.
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Figure 1: Document Analysis System

The main benefits of the system i

Monitoring of words associated with products, bignaeople, etc. the media w
an automatic evaluation of the perception of ttwords by the medi

Monitoring of main issues under discussion in thedim monitored containir
selected words;

Analysis of observed relationships among the nresfuently words encounter:
Documents automatic classification for analysis dedsion spport

Automatic clipping

And the main results can be defined

Statistical Analysis: classical analysis about thest frequent presentir
distributions, historical, et

Content Analysis: analysis of subjects stored ie tiven period of time
classifying new documents according to the conigantified, identification ani
detection of new subjec

Network Analysis: assessment and discovery of ioglahips (links) betwee
interesting entitie (companies, people, etc..) Interest, identificatiarf
communities.

Perception Analysis: evaluating potential (positime negative) of a docume
(news article, etc. to the lusiness objectives, according to its content arad
experts previously sted in the system.

From the methodology identified in the previoustiee; the document analysis syst
is prepared to perform various activities on thd tlocuments, as shown in the sequenc
steps given below:
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* Load the data, storing the information in a databas

* Preliminary cleaning of the texts, removing stopsggand correcting some terms
with misspellings;

» Total count of documents and terms;

» Counting of documents and terms for a period, dessary;

» Statistical analysis, generating a list of namegaoizations and terms most
frequently used;

* Content analysis, generating the array of terms w@edtifying one or more
important terms for the analysis of co-occurrence ehecking the level of detall
(€) necessary;

 Network analysis in terms and related documentsntifying potential
communities by subject;

» Perception Analysis, by identifying documents tempress potential (positive and
negative).

4 CASE STUDY

This case study was conducted to evaluate and anamniine news involving Petrobras,
the Brazilian oil industry leader and one of thegést integrated energy companies in the
world. For this, we collected 8335 news on therimge between January and April/2010. The
words used on search engines (crawler) were "od"'®etrobras”.

The result was a database with 3,129,712 words8adtB terms. The total number of
words refers to all words found in all documentise Total number of terms refers to the total
number of distinct words found. The preprocessiteg,sperformed by programs developed
specifically for this purpose, consisted of thelesion of stopwords and stemming. Like all
the news was formal texts, there was no need tosps#icheck or a dictionary. After
preprocessing, the number of terms dropped to UAde6, or 30% of the total.

The study was divided into two parts: a statistara@lysis and content analysis. Although
the text mining technique described in this papser be applied only on content analysis,
statistical analysis is part of the proposed methayl/, since it provides other information,
also important in the knowledge extracting process.

As the initial step of statistical analysis, terthat are names of persons and names of
organizations were identified in documents. Frons,tit was generated, respectively, the
statistics of occurrence as shown in Figure 2 agdrE 3. In these figures there is the total
number of documents containing each term and tia¢ namber of occurrence of each term.
In the figures, there is a high occurrence of thme of president Luiz Inacio Lula da Silva
and current presidential candidate, Dilma Rousaefi Hugo Chavez and Barack Obama.
Interestingly, the president of Petrobras, Jos@iSeBabrielli appears with less frequency
until the US secretary of state Hillary Clinton.
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marcia Zimmermann

rafael ramirez
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manmaohan singh

alexandre padilha

jasan schenkar

Figure 2 Statistics of personalities
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ypf
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morgan stanley _

petrobrasdistribuidora

Figure 3 Statistics of organizations

In Figure 3, there is a large disparity between"fPetrobras” with other organizations. In
second place with more occurrences appears OSXinbaitreduced number of documents
(about 200).

From the occurrences it was possible to analyzeléigeee of exposure, which is the ratio
between the total number of occurrences of a temntlae number of documents in which the
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term appears. Degree of exposure of 1 indicateisthi®aterm appears only once in each
document, the degree of exposure equal to 2, nthahsn average, the term appears twice in
each document and so on. The degree of exposuvegahizations is considerably greater
than the degree of exposure of personalities. Maktiduals have a degree of exposure close
to 1, while organizations have higher values. F8gdrshows the degree of exposure of
personalities, which highlights the major degreéliary Clinton.

2.00 -
1.80 -
1.60 -
1.40 -
1.20
1.00 -
0.80 -
0.60
0.40 -
0.20 |
0.00 -

hujintao B N N N N
phil flynn B I I
B T N

luiz indcio
josélima

dilma rousseff
joséserra

hugo chavez
barack obama
reinhold stephanes
josésarney
akbar salehi
sérgio cabral
edson lobdo
pedro nadaf | [ [ | |

juliana cardoso valor
hillary clinton

guido mantega ot
rafaelramirez o s
vladimir putin [N —

fernando henrique cardoso N

josé sergio gabrielli
mahmoud ahmadinejad
marcio zimmermann
manmohan singh
alexandre padilha

jason schenker

ben bernanke

vanessa dezem
humberto souto

Figure 4: Degree of exposure of personalities

The degree of exposure of the organizations is showrigure 5. Highlights of this
analysis go to OSX, CGU (Comptroller General of tdeion) and CNI (National
Confederation of Industries), which appear withrdegof exposure close to 4.
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Figure 5: Degree of exposure of organizations
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Completing the phase of statistical analysis, tha&ply of co-occurrence of terms
(Figure 6) was generated. In this graph, nodesspand to the most relevant terms and
size of each node is proportional to the numbeattagiuments in which the term appears.
The thickness of the connections between two naslggoportional to the number of
documents that the two words occur together. Thplghas been filtered to display only
the main connections to avoid a figure very potluta this figure, the term "Petrobras” is
strongly linked to the term "energy".

#Docs
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Docs
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petrobias
12CUrS0S
°

setor valor
e o

petroleo
L]

agies drea
@
energia
Figure 6: Co-occurrence of terms

The content analysis, the second part of this sas#y, included the evaluation of the
main issues that were addressed in the media dthengeriod analyzed. The proposed
methodology allows you to perform a segmentationtltd complete collection of
documents in more or less related groups that addsienilar issues. The algorithm used
can be adjusted to a more detailed or more geckrsiering, according to the needs of
the analysis. Furthermore, it is possible to partitsome of the groups obtained for a
more detailed assessment of any particular grodqg fesult of content analysis is
presented in a network, where each node repreaetdeument that is positioned in the
figure due to its similarity with other documents.

The content analysis conducted in this study reduib nine groups as shown in
Figure 7, generated with the help of program Cypec Each group is identified with a
color and the most important terms of each groygeapin the tag cloud where the font
size is proportional to the importance of the wiorthe group.
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Figure 7: Content Analysis

Group analysis found explains a lot of facts foumdhe statistics. For example, the
group G2 which deals mainly with the launch of tmmpany's shares OSX, which
occurred in March/2010. The OSX is a yard to b¢ailfedd in Santa Catarina by the EBX
group of businessman Eike Batista. The G8 groupsdaamarily with the nuclear deal
negotiated with Iran over April/2010 by presidentid. This group may explain the large
exposure of Hillary Clinton in this collection.

Besides the tag clouds, the clustering automajyicahoose the new that best

represents each of the generated groups. Figunewssa zoomed tag cloud of group 2
(G2) and their representative new.

A aposta do bilionario Eike Batista no negacio
petrolifero do Brasil sofreu umrevés, coma
sua construtora de navios OSX reduzindo sua

ofertainicial de acdes (IPO, na sigla em
inglés)apos investidores mostrarem receio
empagarum preco considerado alto por uma
empresainiciante @ ainda semreceita. A OSX,
quetem 750milhdes de reais de divida e que
” atualments s tem um navio, reduziu a
E estimativa do valor total de seu IPO para até
mpx 4= forbes - ot 3,31 bilhdes de reais. Mo prospecto da oferta,
inicial _3 fortunalista =2 & IPO a 05X disse que planeja usar 89 por cento
bilionari - ehx of g_aqﬁas dosrecursos captados para constuir
iliondrio.S estaleiro lataf mbarcach o
wilses 55 mineracao® E1IKEE Broitie dapatsie Akt e e
© - aparece ranking brasil pro s B p
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= beneficiar de um esperado aumentona
demanda por plataformas de petréleo & outros
itens da industria por parte ndo somente da
QGX, mas também da Petrobras. em meio
aos planos de exploragdo dos novosrecurses
pawolihros &m aguas ultraprofundas do

rasil.

Figure 8: Details of group 2 (G2)
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The system found nine major groups of documenthenperiod, but this number is
not definitive and depends on the degree of refer@nof the analysis. The segmentation
algorithm used can be adjusted to a greater oerldssgel of granularity to make it more
appropriate to the aims of the analysis.

5 CONCLUSIONS

This paper presented a methodology for analysisesis from Portuguese language
Web sites. The differential of this study was cdesing a set of documents as a complex
network, where nodes represent documents and edgethe weights according to the
similarities among them. Thus, the cluster analggislocuments was processed as a
detection of community structures in complex neksorThe great advantage of this
approach was the robustness to the high dimengiprafl feature space and to the
inherent data sparsity resulting from text represgon in the vector space model.
Furthermore, as a byproduct of the method itsedfinés automatically the number of
groups, which is a recurring problem in clusterlgsia.

As an application, the approach of this work allatgaining quantitative impact of
the brand in electronic media as well as the nmapbrtant relationships and may reveal a
situation that deserves more attention. The metbggopresented can be applied in a
system of monitoring and support of strategic dens

Dynamic analysis of the groups is the main improgetof this methodology in the
monitoring process.
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