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Abstract. A relatively new heuristic method called Harmony Search (HS) is applied in this work for
the optimization of laminated composite structures. This seems to be an unexplored application of the
method, although it has already been used for the optimization of frame structures. The Harmony Search
algorithm, originally developed to deal with continuous variables, is adapted to handle discrete values
allowed for thickness and fiber orientation of the laminate plies, being both taken as design variables. The
optimization problem presented in this work is concerned on the minimization of weight and deflection of
a laminated composite plate under transverse distributed load. The finite element method is used for the
linear analysis of the plate. Ply failure and maximum thickness of contiguous plies with the same fiber
orientation are the design constraints. The algorithm performance is evaluated in terms of the apparent
reliability (or the chance to find the optimum solution in a single optimization) and computational cost
(given in terms of the average number of structural analyses required in a single optimization). Results
obtained here showed that the performance of the Harmony Search algorithm was better than the genetic
algorithm (GA) for solving the problem studied in this work. This indicates that Harmony Search is a
promising method for the optimization of laminated composites.
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1 INTRODUCTION

The outstanding mechanical properties of composite materials have converted these kind
of materials in one of the most interesting choices for high performance structural applications.
This fact is due to the high specific stiffness and/or high specific strength presented by advanced
composites, such as those made of an epoxy matrix reinforced by continuous graphite or aramid
fibers. A lamina made of such materials has strong orthotropic behavior with higher stiffness
and strength occurring in fiber direction while lower properties occur in transverse directions to
fiber orientation.

The use of laminated composites avoids the material weakness in some directions since each
ply of the laminate can have a different fiber orientation. Tailoring of laminated composite for a
specific application is possible by changing the number of plies and their fiber orientation. The
use of right values for these design variables can lead to substantial improvement in the final
structural application. However, the determination of the best configuration is usually related to
the solution of a huge nonlinear minimization or maximization problem, which is impracticable
in usual engineering design process. This is why many research works have been done during
the last decades in order to apply optimization algorithms for the design of laminated composite
structures.

The first efforts on the optimization of laminated composites were performed using tradi-
tional mathematical methods which are based on gradient information of objective and con-
straint functions in a continuous design space. However, design variables such as the number
of plies in the laminate, the thickness and the fiber orientation of the plies are usually limited
to discrete values in real structural application. The variable nature and the irregular behavior
of objective and constraint functions involved in the optimization of laminated composite make
gradient based methods quite inefficient for this application.

Better results were obtained using heuristic methods for the optimization of laminated com-
posites. Some of the most popular methods applied for structural optimization are genetic
algorithm (GA), simulated annealing, particle swarm and ant colony, among others, with a lot
of papers published. Most of these methods are based on probabilistic procedures that try to
mimic the mechanisms of some natural phenomena. In spite of the capacity of these algorithms
in finding the optimal or near optimal solution in complex engineering problems, all of them
suffer from the drawback of requiring a large number of analyses for each optimization. This
issue use to be the bottleneck for the application of the mentioned heuristic methods in problems
that use numerical procedures for the analysis of each design configuration, since in this case a
large amount of time is required for each objective function evaluation. This means that find-
ing an optimization procedure that require a lower amount of sample evaluations in the design
space, allowing the use of high fidelity analysis in the optimization, continues to be a crucial
research challenge.

A relatively new heuristic method called Harmony Search (HS) have been developed by
Geem et al. (2001) for the optimization of problems with continuous variables. Unlike most
of existing heuristic methods, which imitate a natural phenomena, the HS is inspired in the
artificial human process of improvisation in music playing in order to search for the perfect
sate of harmony. This method creates a new candidate configuration changing design variables
in the same way that a musician plays a musical note based on his experience or randomness.
The improvement of the musician experience in that harmony is simulated by the continuous
improvement of the designs stored in a harmony memory. The objective function has the state
of harmony (aesthetic quality) as its counterpart in the analogy between the algorithm and music
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improvisation.

This method have been successfully applied to many engineering problems as demonstrated
in Lee and Geem (2005), Kim et al. (2003) and Verma et al. (2010). Harmony Search (HS)
algorithms had also been applied in many works dealing with the optimization of skeletal struc-
tures as those presented by Lee and Geem (2004), Kang and Jin (2007), Kaveh and Talatahari
(2009), Hasanebi et al. (2010). These works have demonstrated that HS may be a very attractive
method to solve complex engineering problems with a performance that is expected to be equal
or better than that obtained by GA or other popular heuristic methods. In spite of the quality
demonstrated by HS, after a careful search the authors could not find any work dealing with the
application of this method for optimization of laminated composite structures, which indicates
that the present work seems to be the first on this subject.

This work is concerned with the application of Harmony Search algorithm to the optimiza-
tion of laminated composite structures. Such task is performed exploring three points. The
most basic one is to determine if HS can find the optimal solution of a usual problem involving
the design of a simple laminated composite structural part. The second point to be studied is
the efficiency of HS in such problem. Considering the probabilistic nature of HS, its efficiency
is evaluated by measuring the chance to find the optimum solution and the average number of
structural analyses required in a single optimization, which is determined by the result of several
executions of the algorithm. The last topic to be investigated is the sensitivity of the algorithm
efficiency with respect to its parameters.

A problem related to the simultaneous minimization of weight and central deflection of a
transversally loaded laminated plate subject to failure constraints is adopted in this work to
perform the studies described above. In such multiobjective problem different emphasis may
be given to each of the two objectives according to the value of a weighting factor used in the
objective function. In the present work three situations of objectives weighting are considered.
This problem has been addressed in a previous work using genetic algorithms as the optimiza-
tion tool (Almeida and Awruch, 2009), which allows a comparison on the efficiency of both
methods. Furthermore, all the possible laminated configurations in the design space were ana-
lyzed by a finite element code and the necessary information to evaluate the objective function
was stored. Using this information enabled the execution of numerous optimizations to evaluate
the HS performance.

2 THE HARMONY SEARCH ALGORITHM

The algorithm is composed by few simple steps which are briefly described below. A careful
explanation for each step is given in Geem et al. (2001).

A design a is represented in the algorithm by a vector X¢ = {X¢ X$ X¢... X@  X}T
containing the value for each one of the n design variables of the problem. Each design variable
may have an integer value varying from 1 to the number of possible admissible discrete values
for that variable. The actual values of the variables are linked to the integer numbers in a
table which may be consulted before the objective function evaluation takes place. A group
of the best designs, called harmony memory (HM), is maintained by the algorithm during the
optimization. The worst design in HM is replaced when a better candidate is generated and the
number of design kept in the memory (HMS) is one of the parameters of the algorithm.

HS generates new candidate design by defining the value of each variable in three ways.
The first way is to randomly choose a value in the admissible range. The second form is to
use the variable value taken from a randomly selected design vector in the HM. When the
value is taken from the HM it can also have a little modification in a procedure that consists
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in the third way of defining each variable of the new design. The decision on which procedure
will be used to obtain the value of a design variable is based on a probabilistic process. The
chance to use a value from the memory instead to generate randomly this value is given by the
parameter HMCR (harmony memory considering rate). If the value is taken from the memory,
then the modification procedure is applied with a probability given by the parameter PAR (pitch
adjusting rate). In this work the modified value of the variable X, originally obtained from
HM, is taken as a surrounding value X; = X; £ 1, with the sign randomly picked with the same
chance. Both HMCR and PAR must have a value between 0.0 and 1.0, and the process defined
by each one of this parameters occurs if a random number obtained in the range (0.0,1.0] is
lower or equal to them.

An algorithm iteration is formed by the processes of generating one candidate design, eval-
uating its objective function value and finally updating HM if the new design is better than the
worst design stored. This process is repeated until the maximum number of iterations (IT,,4..)
is reached or when other end criterion is satisfied.

The HS is based in the following steps:

Step 1 Initialization of optimization problem and the algorithm parameters

Set the values for the algorithm parameters HMS, HMCR, PAR and IT,,,,,. Define the
number of variables and the admissible values of each variable. Initialize the objective
function evaluation procedure if necessary.

Step 2 Initialization of the Harmony Memory

Fill HM with HMS design vectors randomly generated, respecting the admissible range
for each variable.

Step 3 Improvise a new harmony

Generate a new design using the procedure described above and evaluate its objective
function.

Step 4 Update Harmony Memory

If the new design is better than the worst design in HM then an update of HM occurs.

Step 5 Repeat steps 3 and 4 until the end criterion is satisfied

A further modification, proposed by Mahdavi et al. (2007), is introduced in the standard
algorithm described above. The difference between original and modified HS consists in the
use of a variable value of PAR during the optimization. The value of PAR in a iteration ¢ is
given by

PARmax - PARmzn
PAR(i) = PARpin + i T (1)
where PAR,,;,, and PAR,,,. are the minimum and maximum value of PAR which occurs in
the beginning and at the end of the optimization process, respectively. These modifications are
introduced in order to eliminate the poor efficiency of the algorithm observed in previous works

(Mahdavi et al. (2007); Kaveh and Abadi (2010)) when fixed values of PAR were adopted.
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3 NUMERICAL APPLICATION

This section presents a study to evaluate the efficiency of HS when applied to the optimiza-
tion of laminated composite structures. The investigation is based on a single optimization
problem described below. Finally, results are presented and discussed.

3.1 Problem description

This example, which was previously studied by Almeida and Awruch (2009) using GA, deals
with the design of a composite laminated square plate subjected to a uniform pressure load
on its surface. Minimization of the structural weight and deflection are the design objectives
which must be considered together with constraints on material failure and maximum values of
contiguous plies thickness with the same fiber orientation.

A multiobjective approach is adopted for the optimization, since both objectives are simulta-
neously considered. This is accomplished by using an objective function containing a weighted
sum of both objectives. A weighting factor « controls the emphasis given to each one of the
objectives in the optimization. Optimizations with different values of « results in a distinct opti-
mum, and consequently, the problem has a set of optimal solutions (pareto-optimal set) instead
of a single solution.

The structure geometry, boundary conditions and the mechanical properties of the compos-
ite material are presented in Fig. 1. The elastic constants are the Young’s modulus in the fiber
direction (£4) and transverse to the fiber direction (£5), the shear modulus ((z15) and the Pois-
son’s ratio (v12), respectively. Strength parameters for traction and compression for longitudinal
and transversal directions are given by Fi;, Fi., Fy, and F5,, respectively. The remainder pa-
rameters are the shear strength (£%) and the specific weight (p). The structure must support a
design pressure load of 0.1 MPa with no material failure, which is satisfied when the value of
Tsai-Wu failure function (see Jones (1999)) is lower than 1.0 for the whole plate. An additional
constraint is imposed in the thickness of contiguous plies with the same fiber orientation, which
must not be greater than 2 mm.
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Figure 1: Structure geometry, boundary conditions and composite properties

The laminate is restricted to be symmetric with 8 layers, which means that only 4 layers needs
to be represented in the optimization procedure. The fiber orientation angle and the thickness
of each layer are the optimization variables, which must have one of the discrete values given in
Table 1. A candidate design is represented using 4 variables for the plies angle and 4 variables
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for plies thickness. The number of variables combined with the number of possible values of
each variable lead to the size of the design space (SDS), which is equal to 65536.

Table 1: Integer code associated to each possible discrete variable values

Fiber orientation Ply thickness
Code Orientation angle Code Ply thickness
1 lplyat 0° 1 0.75 mm
2 1 ply at —45° 2 1.00 mm
3 1 ply at +45° 3 1.50 mm
4 1plyat 90° 4 2.00 mm

The objective function containing the weighted sum of the objectives considered for the plate
optimization is given in Eq. (2). The constraints are considered by a penalty formulation of the
objective function, where unfeasible designs have a reduction on their fitness proportionally to
the magnitude of the constraints violation.

forj = (@W* + (1 —a)D*) (Tv+1)°, fFF<1
(2)
forj = (@W* + (1 =) D*) (Tv+1)FF)°, if FF>1

Dimensionless variables W* and D* representing the total weight and the central deflection
of the plate normalized by their maximum and minimum values are used in the equation. This
approach is more efficient than a formulation that uses directly the weight and displacement
value or even a simple dimensionless value of these variables divided by a reference value (see
Almeida (2006)). The normalization of the variables is given by Eq. (3) and Eq. (4), where the
coefficient 1.0 is added to avoid nulls values of W* and D*.

W — Wi
A AL L | 3
Wmax - Wrnin i ( )

D — Dy
D= 4
Dmax - Dmin * ( )

The parameters F'F' and T'v are introduced in Eq. (2) to penalize unfeasible designs. The
first one represents the maximum value of the failure function evaluated in the structure, with a
value greater than 1.0 indicating a failure. The parameter 7'v is referred to the violation of the
limit of contiguous plies thickness with the same fiber orientation, with its value given by the
exceeding thickness violating the fixed limit.

The weight and central displacement of all the feasible designs in the problem are shown
in Fig. 2. Points A to P in this figure are the designs that form the pareto-optimal set, which
must be obtained in the optimization depending on the emphasis given to each of the objectives.
Details of the pareto-optimal set are presented in Table 2.

3.2 Investigation on the influence of parameters over algorithm performance

This section presents the evaluation of HS performance when this algorithm is applied to the
problem described above. The sensitivity of HS to its parameters is also investigated. Three
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Figure 2: Weight and central displacement of feasible designs
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Table 2: Pareto optimal designs
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Optimal Laminate Weight Deflection Weighting factor
design (N) (mm) «
A [ 9020, 44520, 9070, —45'0 ] 2197 -7.9 0.0-0.20
B [ 9020, —4520, 900, 445075 ] 2119 -8.8 -
C [ 9020, —4517 9020, 4450 ] 204 -9.6 0.25
D [ 9020, —4517 9020, 445975 ] 1962  -10.8 -
E [ 9020, —45'0, 9020, +45'0 ] 1884 -11.8 0.3
F [ 9020, —4507 9020, 4+45'0 ] 180.5 -13.2 0.35
G [ 9020, —4507 9020, 445075 | 1727 -15 0.4
H [ 9020, —45%7 90175, 4510 ] 164.8 -17.3 0.45
I [ 9020, —45%™ 90t 44507 | 157 -19.9 0.5
J [ 9020, —4507 9010, 44510 ] 149.1 233 0.55
L [9020, —4507 9010, 445075 ] 141.3 272 0.6
M [ 9020, —4507 90075, —45075 ] 1334 -32.1 0.65
N [ 9059, —45'0, 900 ], 125.6  -385 0.7
6] [ 9059, 445%™, —4510 ] 117.7 -46.6 0.75 - 0.85
P [ 9050, 0975, 44507 ] 1099  -59.5 0.90 - 1.0
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values are considered for the parameters HMS, HMCR, PAR,,,;,, and PAR,,,,.., as given in Table
3. Three cases of the multiobjective optimization are considered using values of o equal to 0.25,
0.50 and 0.75.

Table 3: HS parameters values

HS parameter value 1 value2 value 3
HMS = 10 20 30
HMCR = 0.70 0.80 0.90
PAR_min = 0.20 0.30 0.40
PAR_max = 0.70 0.80 0.90

The algorithm performance is evaluated in terms of two parameters. The first one is the
apparent reliability (R), which is determined by taking the number of successful optimizations
in finding the global optimum (/No), divided by the total number of performed optimizations
(V). This quantity defines the chances of obtaining the global optimum in a single optimization
process. The second parameter used to evaluate HS performance is the number of analyses
(An) required in a single optimization. The computational cost of the algorithm is given by this
parameter because the analysis of a possible candidate design using a high fidelity numerical
method is the most consuming task in the process. The analysis of a single design is counted
only once since analyses results can be stored and used later if the same point (i.e. a possible
candidate design) occurs in the optimization.

Table 4 shows the reliability and average number of analyses found by Almeida and Awruch
(2009) when solving the problem discussed here using a GA adapted with special operators for
the specific case of laminated composite optimization.

Table 4: Genetic Algorithm performance for the present problem

«  Optimal designs R An

0.25 C 0.98 4645
0.5 I 1.00 4392
0.75 O 0.94 3568

HS performance is defined using the results of 75 optimizations performed for each combi-
nation of the parameters given in Table 3. All optimization were stopped after 2500 iterations.
The results are presented in Fig. 3, Fig. 4 and Fig. 5 for optimizations considering o equal to
0.25, 0.50 and 0.75, respectively. The optimal solution for these values of « are given by the
design points C, I and O shown in Table 2. Combinations of PAR,,;, and PAR,,,., defined in
Table 5, are used in order to favor results presentation.

Results obtained in the investigation presented in this section show that HS can find the best
design in laminated composite optimization problems. However, the algorithm parameters have
strong influence in the reliability and computational cost of the optimizations. Good results
were obtained for the optimizations with v equal to 0.25 and 0.50, while poor reliability was
obtained for the optimizations with o = 0.75. This fact may be associated with the modification
of objective function behavior as « increases. It can be seen from Eq. (2) that « dictates the
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Table 5: Combinations of PAR,,,;,, and PAR,,,...
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Comb. PAR,.;, PAR,..z Comb. PAR,.. PAR,..z Comb. PAR,,;, PAR,, ..
1 0.7 4 0.3 0.7 7 0.4 0.7
2 0.8 5 0.3 0.8 8 0.4 0.8
3 0.9 6 0.3 09 9 0.4 0.9
1,1 2500
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Figure 3: Apparent reliability and average number of analyses for optimizations with o = 0.25

importance given to plate weight in the optimization. When « is bigger, more importance is
given to the weight and less importance is given to the deflection. However, as is shown by the
horizontal lines formed by feasible points in Fig. 2, there are a large number of designs with the
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Figure 4: Apparent reliability and average number of analyses for optimizations with o = 0.50

same weight and small difference in the deflection. This means that the problem with a equal
to 0.75 has much more local quasi optimum points than the problems where o equal to 0.25
and 0.50 are used, resulting in a much more difficult optimization process. This indicates that a
different setting of HS parameters and more iterations are necessary to perform the optimization
when o = 0.75. An additional investigation on this case is presented in the following sections,
while discussions in this section are concerned on the results obtained for the optimization with
lower values of o (o = 0.25 and o = 0.50).

Some tendencies on the influence of the parameters studied in this section over the algorithm
efficiency can be obtained from Fig. 3 and Fig. 4. Higher values of HMCR clearly decrease
the average number of analyses (An) in the optimization and also increase the reliability (R) in
most cases. The number of design vectors in memory (HMS) demonstrate a weaker influence
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Figure 5: Apparent reliability and average number of analyses for optimizations with o = 0.75

in HS efficiency. Nevertheless, a larger An and lower R are observed when HMS is bigger.
Setting lower values of PAR,,,;,, lead to lower values of An and improve R. This behavior is also
observed for the parameter PAR,,, .., but with less intensity.

A good reliability level (R>0.90) was obtained for many parameter combinations. Optimiza-
tions with HS were performed requiring usually less than a half of the number of structural
analyses needed in the optimizations using genetic algorithm (see Table 4).

3.3 Adequate HS parameters for optimization using oo = 0.75

The range of values used for the HS parameters HMS, HMCR and PAR,,;, and PAR,,.,
in the investigations presented above are clearly not adequate for the optimization when o =
0.75 is considered. Further optimizations were performed in order to determine the adequate
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HS parameters in this case. As expected, these results demonstrated that a larger number of
iterations are necessary in order to obtain optimizations with good reliability. The tendency to
obtain better results when higher values of HMCR are used was also observed. On the other
hand, the parameters HMS, PAR,,;, and PAR,,,. showed to have an influence with opposite
effects than those observed in previous results for optimizations using « equal to 0.25 and 0.50.
Adequate reliability levels were obtained only for optimizations using the higher values of these
parameters. Additionally, adequate setting of HMS showed to be a key aspect for the success
of the optimization.

The behavior described here is illustrated in Fig. 6, where the reliability and the average
number of analyses are presented for optimizations with different values of HMS and IT,,,,.
The algorithm performance was evaluated based on the results of 50 optimization performed
for each combination of the HS parameters. In this optimizations the following fixed values
were used: HMCR=0.90, PAR,,,;,=0.40 and PAR,,,,,=0.90 (equivalent to PAR combination 9
in Table 5). Values equal to 10, 20, 30, 50 and 80 were used for HMS, while the maximum
number of iterations were 7500, 10000 and 12500.

1,1 6500
1 6000
5500
5000
4500 -
4000 -
3500 -
3000
2500 -
2000 -
1500 -
1000 - m HMS=50
500 - W HMS=80
0 <
7500 10000 12500 7500 10000 12500
maximum number of iterations maximum number of iterations
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05 | Ealarl
0,4 -
0,3 -
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0,1 -+

0 -

mHMS=10
mHMS=20

Apparent reliability

HMS=30

Average number of analyses

Figure 6: Alternative results for apparent reliability and average number of analyses for opti-
mizations with o = (.75 using adequate parameters

The significant improvement in reliability levels obtained with the new adjustments of the
HS parameters has been accompanied by a strong increase in the number of analyses required.
For similar levels of reliability, HS required almost twice the number of analyses demanded by
GA.

4 CONCLUSIONS

A study on the application of the Harmony Search algorithm for the optimization of lami-
nated composite structures was presented in this paper. The algorithm efficiency was investi-
gated based on the results obtained for a multiobjective problem, which considers an objective
function containing the weighted sum of two objectives and a penalty due to constraints viola-
tions. Three values of the weighting parameter used in the objective function were analyzed,
resulting in optimizations with different emphasis on each objective and different difficulties for
the algorithm were found. The apparent reliability and the average number of structural analyses
required in a single optimization were the parameter used to determine HS efficiency in dealing
with the proposed problem. The sensitivity of the algorithm with respect to its parameter values
was also investigated.

Distinct behaviors of the algorithm were observed for the optimizations according to the
value of the weighting parameter («) in the objective function. HS demonstrates a very good
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efficiency in solving the optimizations when the lower and the intermediate value of o were
considered. In these cases high levels of reliability (R) were obtained for many parameter
combinations together with a moderate number of analyses required for a single optimization
(An). Lower values adopted for the HS parameters HMS, PAR,,,;,, and PAR,,,. lead to higher
R and lower An.

The optimization problem considering the highest value of « revealed to be much more
difficult to solve using HS than the other cases. Poor reliability was obtained in optimizations
performed with HS parameters in the range adopted for the study with lower values of o (v =
0.25 and o = 0.50) presented above. In a further investigation it was found that more iterations
were necessary in order to obtain a good reliability level for the algorithm in this problem.
The influence of the HS parameters HMS, PAR,,;,, and PAR,, ... showed to be opposite to that
observed for the problems with @ = 0.25 and o = 0.50. In this case better results were
obtained when high values of these parameters were used. The parameter HMS, which controls
the number of the more suitable designs stored in a memory available during the optimization,
was critical for the success of the optimizations.

In both situations, improved results were obtained when the parameter HMCR with the high-
est value considered in this study was used. HS showed to be a good tool for the optimization of
laminated composites. In many cases the computational cost obtained here was lower than the
computational cost of optimizations using genetic algorithms. On the other hand, HS showed
some difficulties in solving the last optimization problem (with o = 0.75), which is charac-
terized by the existence of many points with almost the same objective function. In this case
acceptable levels of reliability were obtained only with a high number of analyses per opti-
mization, which make the general purpose HS used in this work less efficient than the GA with
special features for optimization of laminated composites used in the reference work.
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