Asociacion Argentina AMCL

de Mecanica Computacional

Mecénica Computacional Vol XXXI, pags. 2059-2073 (articulo completo)
Alberto Cardona, Paul H. Kohan, Ricardo D. Quinteros, Mario A. Storti (Eds.)
Salta, Argentina, 13-16 Noviembre 2012

WALL-LAYER TURBULENT HEAT TRANSFER MODELING FOR
PERTURBED FLOWS

Hugo D. Pasinato

Departamento de Ing. Quimica, FRN-Universidad Tecnol6gica Nacional, Avda. P. Rotter s/n,
8318 Plaza Huincul, Argentina; hpasinato@frn.utn.edu.ar; Tel. +54-299-4960510;
Fax. +54-299-4963292

Keywords: Turbulent heat transfer, Velocity-temperature dissimilarity, DNS.

Abstract. A wall-layer turbulent heat transfer model for the streamwise and wall-normal fluxes based on
the Reynolds stresses is proposed. A pre-generated dataset obtained from a direct numerical simulation
of a perturbed turbulent channel flow with heat transfer was used. The proposed model is based on
a transformation of the Reynolds stresses using the wall-normal gradient of the mean temperature and
the streamwise velocity. An a priori comparison of the new model, and different models proposed in
the literature based on the standard, the generalized, and the non-linear gradient-diffusion hypothesis,
with the direct numerical simulation dataset shows that the model performs well in comparison to these
closures. It returns a quite reasonable a priori approximation for the streamwise scalar flux which is
frequently under predicted.

Copyright © 2012 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



2060 H.D. PASINATO

1 INTRODUCTION

The prediction of turbulent heat transfer has lately received a significant amount of atten-
tion because turbulent heat modeling had been outdated in relation to the actual computa-
tional capacity (Nagano and Kim, 1988; Kim and Moin, 1989; Kasagi and Nishimura, 1997;
Bataille et al., 2003; Qiu et al, 2008; Rossi and laccarino, 2009; Philips et al., 2011). In the
past the prediction of turbulent heat transfer in applied problems frequently used the standard
gradient-diffusion hypothesis (SGDH), in which the turbulent scalar fluxes are assumed to be
proportional to the mean scalar gradient. However, this assumption has significant limitations,
mainly in the prediction of the streamwise flux. An early improved alternative to this hypothe-
sis was the generalized gradient-diffusion hypothesis (GGDH) proposed, among others at that
time, by Daly and Harlow (1970) (and references in this study), in which the eddy diffusivity
was calculated as a function of the Reynolds stress.

Based on these pioneering works many ideas and models have been proposed in the litera-
ture for the turbulent heat fluxes as a function of the Reynolds stresses (Kim and Moin, 1989;
Launder, 2001; Younis et al., 1996; Abe and Suga, 2001). Kim and Moin in a numerical study
on scalar transport based on the analysis of data from direct numerical simulation (DNS) of heat
transfer in a turbulent channel flow, suggested using the Reynolds stress to predict the turbulent
scalar fluxes, owing to the strong correlation, or similarity, between the streamwise velocity
and the temperature, and therefore between the second moments of streamwise momentum and
heat.

In fact the similarity or dissimilarity between the velocity and the temperature has been in-
vestigated in studies on turbulence with heat transfer, as researchers sought a new finding that
could improve turbulent heat transfer prediction. Recently, new studies have been applied to
turbulent heat transfer, addressing the velocity and temperature dissimilarity in perturbed tur-
bulent flows (Suzuki et al., 1988; Kong et al., 2001). However, to date no work has addressed
the dissimilarity between the Reynolds stresses and the turbulent heat fluxes aiming at turbu-
lent heat flux modeling. In a recent study by the author (Pasinato, 2012), the dissimilarity in
perturbed turbulent channel and plane Couette flows with heat transfer was numerically studied
using DNS. In this study it is shown that the dissimilarity between the Reynolds stresses and
the turbulent heat fluxes in perturbed flow is strongly dependent on the wall-normal gradient
of the mean field dissimilarity (or differences between the mean streamwise velocity, U, and
temperature, ©), and the velocity-pressure gradient interaction, which is also ultimately defined
by the wall-normal gradient of U.

Based on the results of this previous study, in the present work a RANS model for the wall-
layer of a bounded turbulent flow is proposed. This model expresses the streamwise and wall-
normal fluxes based on the Reynolds stresses and the gradient of the mean fields. A DNS
database generated from this previous work for perturbed turbulent channel flow with heat
transfer is used. An a priori comparison of the prediction of the new model with the DNS
database is presented, in parallel with the prediction of other four explicit algebraic turbulent
heat models selected from the literature.

In the following section, the four turbulent heat flux models used in the a priori comparison
are presented together with the RANS wall-layer model presented in this study. Then in the
next section the results of the a priori comparison of these models with DNS data and with the
new model is discussed. Finally, in the last section, some conclusions are drawn.
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2 HEAT FLUX MODELING
2.1 Algebraic models

In this section the focus is on algebraic models for heat transfer. Although the reference is
made to ’heat transfer’, temperature is considered a passive scalar therefore these models are
also valid for mass transfer.

In this work a turbulent variable is considered the sum of a Reynolds-averaged mean and a
fluctuation, as in « = U + u, for the instantaneous streamwise velocity. Thus U; V and u; v
are the means and fluctuations of the streamwise and wall normal velocities, respectively; and
© and ¢, the mean and fluctuation of temperature, respectively. All variables in this study are
written in dimensionless form using the kinematic viscosity, v, the velocity friction, u.., and the
friction temperature 7', = q.,/p ¢, u., where g, is the heat flux at the wall, and ¢, and p are the
constant-pressure specific-heat coefficient and density, respectively; e.g. as in y™ = yu, /v for
the wall distance or e = € x u? /v for the dissipation of the kinetic energy of the turbulence or
0+ = (6 — Oy ) /T for the dimensionless instantaneous temperature. However for the sake of
simplicity the symbols "+’ is used only for dimensionless distances.

The simplest and easy-to-use turbulent heat flux model is that based on the standard-gradient-
diffusion-hypothesis (SGDH)

00
ox;’
where o4 is the turbulent eddy-diffusivity which in most cases is evaluated through a turbulent
Prandtl number, Pr, = v,/ay, Where v, and «, are the eddy-viscosity and eddy-diffusivity,
respectively.

In this work the Pr; is set to 0.85 as suggested in the literature (Launder, 2001), with the
eddy-viscocity computed from the DNS dataset.

The use of a Pr; to evaluate the heat fluxes in a turbulent flow using an eddy-diffusivity
hypothesis is an extension to turbulence of the Reynolds analogy, which implies an analogy
between the turbulent fluxes of streamwise momentum and heat. This approach is computa-
tionally efficient because turbulent heat transfer predictions are essentially obtained from the
turbulent velocity field at relatively little additional computational cost; however it has received
significant criticism mainly related with the non-constancy of the Pr; and the non-alignment
between the turbulent heat flux vector and the mean temperature gradient (Launder, 2001).

Another improved type of algebraic models for the Reynolds-averaged turbulent heat fluxes
has been proposed in the literature by a number of workers, for example Daly and Harlow
(1970) (and previous works cited in this reference), to express the correlation between the
velocity and the scalar fluctuations through the following simple formula called generalized-
gradient-diffusion-hypothesis (GGDH) model

(u;0) = —oy

i=1,23. (1)

00
(%k’

The Egn. (2) implies homogeneous turbulence and negligible contribution from convective
transport, which is equivalent to invoking the hypothesis of local-equilibrium (Daly and Harlow,
1970; Launder, 2001; Qiu et al, 2008; Rossi et al, 2009), which means that all mean strain gen-
eration of the heat fluxes is removed by the pressure fluctuations.

(u;0) = —constant x (u;u;) X i,j,k=1,2,3. (2)
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In two-dimensions, the GGDH model is

(ub) = —aug7e ((uu}?—i + (uv>g—j) (3)

00 00 ) @)

() =~ ({00) 52 + (o) 5

where a4 and a,g are constants of the model that are set to 0.9 and 0.3 for (uf) and (v6),
respectively, following the suggestion of Abe and Suga (2001) who did not give a justification
of this difference, and 7, is assumed the turbulence time-scale « /¢, where « is the kinetic energy
of the turbulence equal to 1/2(u,u;) and e the viscous dissipation of «.

Some of the criticism the GGDH model has received is related with the impossibility to
predict both fluxes with only one constant or that the ratio of the scalar fluxes is (v0)/(uf) =
(vv) /{uv) and not (vl) /(uh) = (uv)/(uu) as it is expected in a bounded flow (Kim and Moin,
1989; Abe and Suga, 2001).

Many intended improvements of the GGDH model have been proposed in the literature
(Rogers et al., 1989; Abe and Suga, 2001; Younis et al., 1996). Here the non-linear model pro-
posed by Abe and Suga (2001) and the model proposed by Younis et al. (1996) are used. The
Abe and Suga model, the so-called high-order generalized-gradient diffusion-hypothesis (Ho-
GGDH) model is

(10) = —ar, ({1r)sts)) 28 5
which for a two-dimensional flow is
) = =5 ({3 + o) 32+ )+ () ) ) @

where a9 and «, are constants of the model.

In this paper the constant v is set to 0.57 following the suggestion of Abe and Suga (2001);
and v, Is set to 0.1, something lower than the value 0.3 used by Abe and Suga (2001) and
Rossi et al (2009), owing to some over prediction problems as it is shown below.

The Abe and Suga model has recently been used by Suga (2004) to predict turbulent heat
transfer in a channel with square rib and by Rossi et al (2009) to predict the turbulent dispersion
of a scalar from a line source at the wall downstream of a square obstacle, showing in both cases
an improvement over the model based on the GGDH.

The second alternative to the GGDH model used here is the model derived by Younis et al.
(1996) using *Tensor Representation Theory’, which here is called YSC in reference to its
authors. For brevity this model is written only in tensorial form

2 3 ‘

- _|_ -
€ dx; € Oz, = Oz, Ox;
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(b)

Figure 1: U (filled symbols) and © (open symbols) for channel flow perturbed with (a)blowing and an
(b)APGS, on the slot (squares) and W downstream from the slot (stars). Open and filled circles U and
© for non-perturbed flow, respectively. Solid line, law of the wall, (1/0.41)in(y™*) + 5.0.

K2 oU; ou;\ 00
O, — ) —2 ) ) 8
T2 ((u uk>0xk + {ujun) ﬁxk) Oz, ®)
where (C'1,C2,C3,C4) are constants equal to = (—0.0455;0.373; —0.00373; —0.0235), re-
sepectively; and x and e are the kinetic energy of the turbulence and the viscous dissipation.
This model is used in this study since it has been applied to heat transfer with surface blowing
by Bataille et al. (2003) showing satisfactory results.

2.2 New model for the wall-layer

The RANS model proposed here for (uf) and (v6) is a wall-layer phenomenological model
based on physical insights deduced from the dissimilarity analysis between the fluxes of the
streamwise momentum (uw), (vu) and heat (u#), (v8) in the wall-layer (Pasinato, 2012).

In this previous study, the dissimilarity between the Reynolds stresses (uw), (uv) and the
turbulent heat fluxes (u#), (v6) was studied using DNS, of perturbed turbulent channel and
plane Couette flows with heat transfer for Pr = 1. It was found that blowing and the adverse
pressure gradient step (APGS) were the perturbations that generated the greatest dissimilarity
between (uw), (uv) and the heat fluxes (ud), (v6). Figs. 1(a) and 1(b) show the profiles of U
and © on the slot (used for injection at the wall or the region where the APGS was applied)
and at W downstream from the slot for blowing and the APGS; where W+ = (Wu,/v) is
the dimensionless width of the slot. And Figs. 2(a) and 2(b) show the streamwise and wall-
normal fluxes for the same perturbations, for three locations: on the slot, and at 1.5/ * and
5W* downstream from the slot.

In this study it was found that the leading terms of the budget of ((uu) — (u#)), or budget of
streamwise fluxes dissimilarity, were

U% ~ —(uu)0P/0x — (vu)0P/dy 9)
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Figure 2: DNS values of (uw) and (uv)(filled symbols); and (u6) and (v#)(open symbols), for channel
flow perturbed with (a)blowing and (b)APGS for Pr = 1. Circles, non-perturbed flow; squares, on the
slot; diamonds, at 1.5W ™ and stars 57+ downstream from the slot. Note the different scales.

and for the budget of ((uv) — (v#)), or budget of the wall-normal fluxes dissimilarity, were

0~ —(vv)o0®/0y — (vOp/0zx) (10)

where & = (U — ©) is the mean dissimilarity, ¢ = (u — @) the fluctuation of the dissimilarity,
and (ug) = ((uu) — (ud)) and (ve) = ((uv) — (vh)) are the differences or dissimilarity of the
turbulent fluxes.

Since it was the dissimilarity of the wall-normal fluxes which generated the major dissimilar-
ity in the mean fields, according to Eqn. (10), for perturbed flows there was a quasi-equilibrium
between the velocity-pressure gradient interaction and the production terms. Note that here the
“production’ terms can be a source or a sink of dissimilarity.

In Pasinato (2012) it is also shown that almost 80% of the contribution to (v0), (uf), —(vOp/0x),
—(v0p/dy) and therefore of (vv) and (uwv) in the perturbed flows, occurred during that events
at the wall-layer that can be characterized as a combination of v > 0; u < 0; 6 < 0 (Q22) or
v < 0; u>0; 0>0(Q41). In other words, in perturbed as in non-perturbed flow the transport
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Figure 3: (&)trms/(OU/0y); (0)0rms/(00©/0y) for Pr = 1; (C)0,ms/(0©/0y) for Pr = 0.5 for channel
flow perturbed with blowing. Filled circles non-perturbed flow; o-o-oon the slot; ¢ - ¢ - ©1.5WT;
* - %+ xbW downstream of slot.

of momentum and heat is the result of the upwards and downwards motions of fluid in the wall-
layer. Since U and © changed monotonically in these numerical tests, « and ¢ can be related
with the differences of U and ©, at the different regions of fluid that exchanged momentum and
heat through the turbulent fluxes.

150,

150

100 100
+ +
> >
50 50
Dﬁmﬁ
20 0 0O

Figure 4: A priori comparison of modeled (uf) with DNS data, for channel flow perturbed with blowing
for Pr = 1. Filled circles, non-perturbed flow; filled squares, DNS data; solid line, present model;
o-0-0,SGDF;0.-0.-0,GGDH; % - % - x, HOGGDH; ¢ - ¢ - ¢, YSC. (a) on the slot; (b) 1.5+ and
(c)5W T from the slot. Note the different scales.

In conclusion, (1)the differences ((uu) — (uf)) and ((uv) — (v6)) were generated by differ-
ences between « and ¢, during the upwards and downwards motions of fluid at the wall-layer,
responsible of the turbulent transport (events in 22 and Q41); (2)u and 6 were the result of the
wall-normal differences of U and © at adjacent regions of fluid that exchanges momentum and
heat; (3)the dissimilarity between « and 6 at (v¢) and (u¢) was mainly owing to —(vop/dz),
(vv), (uv) generated by upwards and downwards motions of fluid, and to 0®/0y.

Therefore it is expected that the path of one of these motions of fluid exchanging momentum
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Figure 5: Idem Figs. 4(a)-4(c) for APGS and Pr = 1. Note the different scales.

and heat, joins points with low and high dissimilarity at its extremes, through which U and ©
would be related in the following way

00
)~ : e 11
o(l; 1) O(0;0) + (8U> au (11)
where [ and 7 are a lenght and time scale and u = dU, § = ©(l,7) — ©(0,0).
Assuming that the major changes occur in the wall-normal direction, Egn. (11) can be written
as
0 (00/9y)
Z o~ 12
u = (@ujay) (2

where the Reynolds-averaging form of Eqn. (12) is

Figures 3(a)-3(c) show the terms of Eqn. (13) along y*, for channel flow perturbed with
blowing.

If the expression (12) is used as an approximation in order to transform uu in u# and vu in
vé in one of these events, the Reynolds-averaged form of the mean fluxes are

(13)

(uf) = (uu>% (14)
(vf) = (m))ggﬁg‘z (15)

where 1/(0U/0y) is the large scale time-scale 7, that here is taken as 1/.S (since even though
for perturbed flow, near the 90% of the magnitude of S is due to OU/0y) is the large-scale or
mean flow time-scale, where S = /(25;,S;;) is the module of the mean rate of strain tensor

Sij
Therefore finally the Reynolds-averaged heat model is
(ub) = 75 (uu)%—(j (16)
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(v0) = 15 (vu)% @an

The novel aspect of this simple model is that both streamwise and wall-normal fluxes are
function of the wall-normal gradient of the mean temperature, or mean scalar. On the other
hand, the model verifies the expected relations at the wall-layer that (uu) o (uf) and (vu) o

(vf) (Launder, 2001; Rossi and laccarino, 2009). Note, however, that modeling (vf#) by Eqg.

(17) does not agree with expressions like as (vf) = —constant x x/e(vv)00/dy suggested
by Launder and previous studies cited by him (Launder, 2001), where (vv) is used rather than
(uv).

In other words, the proposed new model does not follow the format of some closures of
(v9) and also of (u#) proposed in the literature (Daly and Harlow, 1970; Abe and Suga, 2001;
Younis et al., 1996). However the a priri comparison of the next section shows a good perfor-
mance of the model for the flows studied here (and flows with other boundary conditions and
geometries not shown here for brevity), giving some merit to the new approach.

3 A PRIORI" COMPARISON

150 150 150
100 1001 100
+ + +
> > >
50 507 50
g
0 0

Figure 6: ldem Fig. 4(a)-4(c) for (v0) for blowing and Pr = 1. Note that the scale does not include
extreme over predictions.

An apriori comparison is presented of the SGDH, GGDH, Ho-GGDH, YSC, and the present
model, with DNS data of perturbed turbulent channel flow with heat transfer, for Re, = 150
and Pr equal to 1. The perturbation types in this study were blowing and an APGS (Pasinato,
2012).

The algebraic models and the new model presented here are functions of the Reynolds
stresses and of the mean field gradient. Although a real validation should be done in a complete
test, an a priori comparison shows whether there exist, or not, significant errors in the prediction
of the turbulent heat using the right values of the mean gradient of ©, U and of the Reynolds
stresses. Even though the DNS dataset can suffer from low-Reynolds effects, these simulations
have been validated with experimental data and other DNS studies (Pasinato, 2011). Using the
right values of the Reynolds stresses avoids the use of Reynolds stresses modeled data which
always would suffer from some level of errors.

On the other hand, blowing and APGS are two convenient cases for testing turbulent heat
flux models, because these type of perturbations produce significant modification of the turbu-

Copyright © 2012 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



2068 H.D. PASINATO

150 150 150
100 100 1007
+ + +
> > >
50 50 507
= % 1 %

Figure 7: Idem Fig. 4(a)-4(c) for (v8) for the APGS and Pr = 1. Note the different scales, and also that
the scale does not include extreme over predictions.

lent fluxes (uw), (uv), (ud), (vh), and of the mean gradients regarding its values in developed
conditions (Figs. 1(a)-2(b)). For blowing, © undergoes the major changes, while U undergoes
the major changes for the APGS. On the other hand, while (uw), (uv) were clearly higher than
(ud), (vO) for the APGS. However, for blowing (uu) was lower than (u6) but (uv) and (v6)
presented only slight differences.

The comparison uses profiles along y* at the middle of the slot and at 1.5/ and 51"
downstream from the slot; and along = for brevity only at 4 equal to 38. Figures 4(a)-9(b)
show the comparison of the predictions for blowing and the APGS for the 5 models with the
DNS dataset.

Despite of its simplicity the model presented here has shown a reasonable agreement with the
DNS data. It did not present any extremes over or under prediction. The overall behavior of the
model is considered good, even though there are some details regarding the prediction in non-
perturbed flow afar from the wall and in the recovering region for perturbed flow. The greatest
differences between its predictions and the DNS data were for (u#) at 1.5/ and 5+ from
the slot for blowing and at 1.517/* from the slot for the APGS. For (v6) however the greatest
differences were at 1.5W/* from the slot for blowing. Also, in general, the prediction of the
new model for the APGS case was better than for the blowing case, which was expected since
the model presented a slight over prediction, and the APGS case generated, in contrast with the
blowing case, lower Reynolds stresses than heat fluxes. In conclusion, in the recovery region the
model has shown a slight over prediction of (u6) ( Figs. 8(a) and 9(a)), which produced errors
in the angle of the heat vector. These slight over predictions of (u6) in the recovery region (and
for the core region as shown below) can be improved using a different time-scale (other than
1/5S) in that region with less inhomogeneous flow. More is discussed below.

The SGDH, as it is known, presented an extremely under prediction of (u6) and a reasonable
behavior of (v6) with some slight over predictions. These over predictions show that a greater
value of the Pr,, other than 0.85, should be considered for the flows used here.

The models based on the GGDH and Ho-GGDH presented an improvement of the prediction
of (u#) as regarding the SGDH, but these models presented over predictions, in some cases very
high, mainly for (v6). In general the GGDH model presented, on the slot and near of it, always
a better prediction of both heat fluxes than the Ho-GGDH model, which was an unexpected
result. However, in the recovery region, which is an almost non-perturbed turbulent flow, both
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Figure8: Idem Fig. 4(a)-4(c), butalong =+ at y™ = 38. (a)(uf); (b) (v8). Note the different scales. Solid
vertical lines denote the slot location, vertical dotted lines denote sections on the middle of the slot, and
at 1.5W " and 5 from the slot. Note also that the scale does not include extreme over predictions.
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Figure 9: Idem Fig. 5(a)-5(c) for the APGS and Pr = 1, but along 2™ at y+ = 38. (a)(ud); (b) (v0).
Note the different scales, and also that the scale does not include extreme over predictions.
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Figure 10: A priori comparison of the (a)module and (b)angle (degree) regarding to the horizontal, of the
heat flux vector with DNS data, for channel flow perturbed with blowing. Filled squares, DNS data; solid
line, present model; o-0.0,GGDH; % - x - x, HOGGDH; ¢ - ¢ - ¢, YSC.
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models performed very well with a slight under prediction of (u6) and a slight over prediction
of (vf). Nevertheless, the model Ho-GGDH presented extreme over predictions of (v6) in the
buffer region, on the slot and in the recovery region, of the perturbed flows. The term of the
Ho-GGDH model which caused these over predictions was a,¢(7q/ %) (uw)?00 /dy in Eq. (7),
since the other terms were always less than 1. e.g. for blowing and Pr = 1, on the slot and
at yt ~ 25, (uu) = 7.15, k ~ 4, € ~ 0.1, 7p/k = 8.45, (00/0y) ~ 0.58 and the total of
this terms is ~ —25, where all variable are dimensionless. Although some low-Reynolds effect
can be affecting these DNS data, this value of (v0) ~ —25 seems to be unphysical. For the
APGS these extremes over predictions of (v#) occurred in the buffer region, on the slot and
downstream of the slot. (u#) on the slot and in the buffer region was also over-predicted, but
in this case the error was less than a 100% of the DNS value. In other words, in comparison to
the SGDH, the model Ho-GGDH presented for turbulent perturbed flows with heat transfer an
improvement of the streamwise flux, but a poor prediction of the wall-normal flux in the buffer
region, on the slot and downstream of it, in the recovery region.

The YSC model also presented an improvement of the prediction of (uf) regarding the
SGDH model. For blowing the YSC model presented a good prediction on the slot with un-
der predictions afar from the perturbed region, while for the APGS the prediction was better.
On the contrary, the wall-normal flux (v0) was well predicted afar from the slot, even though
it presented unphysical oscillations with positive values in the buffer region, on the slot and
downstream, generated by the first term in Eqn. (8); e.g for blowing and Pr = 1, on the slot
and at y* ~ 25, k ~ 4, ¢ ~ 0.1, (00/0y) ~ 0.58 and the total of this terms for (v6) was
—C1k%/e(00/0y) ~ 4.3, and the sum of the other three terms was approximately —2, resulting
in a positive value of 2.3. Although this last term did not generate additional problem in the
prediction of (u#), the model YSC presented for the flows used here better prediction of (v6)
without the first term in Eq. (8).

An important aspect of the turbulent heat prediction is the direction of the turbulent fluxes;
e.g. B = atan({vl)/{ub)), where /3 is the angle of the vector regarding to the center line
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Figure 11: Idem Figs. 10(a) and 10(b) for channel flow perturbed with an APGS. (a)module; (b)angle
(degree).

(Kasagi and Nishimura, 1997). A wrong angle with a small module would be not a problem;
however a wrong angle in the region with the highest module could be a serious problem. Figs.
10(a)-11(b) show the module and the angle of the heat vector for perturbed flow with blowing
and the APGS, along z* and at y ™ ~ 38, for the GGDH, HOGGDH, YSC and the present model.
Since the SGDH predicted an almost zero or negligible streamwise flux in the whole domain,
the prediction of this model is not shown. From the GGDH, Ho-GGDH and YSC models, in
general the best prediction of the angle and module was that from the GGDH, followed by that
of the YSC model. The Ho-GGDH model prediction of the module and angle was wrong mainly
owing to the over prediction (v6), as it is commented above (Note that here the constant a.,, was
set to a third of the value 0.3 suggested by its authors (Abe and Suga, 2001)). The prediction
of the Ho-GGDH model was the worst situation since it presented the highest error in the angle
in combination with the highest error in the module of the vector. On the other hand, the YSC
model presented an over prediction of the angle in the recovery region owing to a small under
prediction of the (uf) there, but in general its behavior was reasonable. In these figures the
model presented here has shown the best prediction of the combination module-angle of the
heat vector.

Figs. 12(a) and 12(b) show a complete picture of the distribution along 3 of the module and
angle of the heat vector predicted by the new model presented here, for blowing and the APGS.
Note that this model assumes an alignment between both the turbulent fluxes of streamwise mo-
mentum and heat. The maximum error in the angle of the heat flux occurred for non-perturbed
flow in the core region, and for blowing at 51/ from the slot and also in the core region. This
error, however, occurs in combination with very low values of the module of the heat vector.
For the APGS the difference between the angles was lower, but again presented the major errors
for 51 from the slot and afar from the wall.

These differences in the angle are revealing that a different time scale should be used afar
from the wall (other than 1/5), in the center and recovery regions, where the flow is less inho-
mogeneous. However, in order to use, for example, the turbulence time-scale « /e in an applied
case, x and e should be computed, which indeed represents an important additional computa-

Copyright © 2012 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



2072 H.D. PASINATO

(d)
® ©
® O
® O

] ® O

m e O

m e O

m @0

m @O

m @O

100
Angle and module of the heat flux vector Angle and module of the heat flux vector
@ (b)

Figure 12: A priori comparison of the module(squares) and (b)angle(circles) (degree, regarding to the
centerline) of the heat flux vector predicted by the present model(filled symbols) with DNS data(open
symbols), for channel flow perturbed with (a)blowing and (b)APGS. (a-a), (b-a)non-perturbed flow; (a-
b), (b-b)on the slot; (a-c), (b-c) at 1.5W T from slot; (a-d), (b-d) at 57+ from slot. Note the shift (30) of
the abscissa of plots (b), (c) and (d) regarding the previous plot.

tional effort, if these variables are not known from the flow calculation.

4 CONCLUSIONS

In this work, Reynolds-averaged expressions for the turbulent heat fluxes () and (fv) in the
wall layer are proposed, based on the Reynolds stress (uu) and (uv), the wall-normal gradient
of © and a large scale time-scale. A pre-generated database obtained from DNS of turbulent
channel flow with heat transfer, perturbed with blowing and an APGS was used.

The model is considered incomplete since it is intended only to represent the greatest dis-
similarity between the turbulent fluxes of streamwise momentum and heat. Additional studies
should be performed in order to find out the behavior of the terms with minor contributions to
dissimilarity, to define a more convenient time-scale afar from the wall, besides to test it for
other flow characteristics like as streamline curvatures, perturbation where the flow and thermal
field present different boundary conditions, among other cases.

The main conclusions of this work are:

1.An a priori comparison of the new model has shown that it performs in general well for
the perturbed flows used here. It is robust and presented only slight over prediction afar from
the wall and afar from the perturbation region.

2.According to the new model, (uf) seems to be more related to 0© /0y than to 00 /0z.
Also, (vf) uses the (uwv) rather than the (vv) second moment, as it is suggested in the literature.
Therefore more work and a complete validation should be done of the model in more general
situations.

3.The apriori comparison of the turbulent heat fluxes predicted by the new model and by the
SGDH, GGDH, Ho-GGDDH and YSC models, with DNS data of perturbed flows, has shown
a better and more robust performance of the new model.

4.From the SGDH, GGDH, Ho-GGDH and YSC models, the best prediction in the a pri-
ori comparison with DNS data have been obtained from the GGDH model. The SGDH model
presented, as it is known, extreme under predictions of (uf). The Ho-GGDH model presented
important over predictions of (vf) on the slot and downstream of it, and the YSC model pre-
sented oscillations with positive values of (v6), in the buffer region, on the slot and downstream

Copyright © 2012 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



Mecénica Computacional Vol XXXI, pags. 2059-2073 (2012) 2073

of it.

REFERENCES

Abe K. and K. Suga. Towards the development of a Reynolds-averaged algebraic turbulent
scalar-flux model, Int. J. Heat Fluid Flow 22:19-29, 2001.

Bataille, F., B.A. Younis, J. Bellettre and A. Lallemand. Prediction of turbulent heat transfer
with surface blowing using a non-linear algebraic heat flux model, Int. J. Heat and FLuid
FLow, 24:680-683, 2003.

Daly, B.J. and F.H. Harlow. Transport equations in turbulence, Physics of Fluid, 13:2634-2649,
1970.

Kasagi, N. and M. Nishimura. Direct numerical simulation of combined forced and natural
turbulent convection in a vertical plane channel, Int. J Heat Fluid Flow, 18:88-90, 1997.

Kim, J. and P. Moin. Transport of Passive Scalar in a Turbulent Channel Flow. In Turbulent
Shear Flow, 6:86-96, 19809.

Kong, H., H. Choi, and J.S. Lee. Dissimilarity between the velocity and temperature fields in a
perturbed turbulent thermal boundary layer. Physics of Fluids, 13:5:1466-1479, 2001.

Launder, B.E.Heat and mass transport. In Topicsin Applied Physics, Ed. P. Bradshaw, Springer,
Berlin, 1978.

Nagano, Y. and C. Kim. A two-equation model for heat transport in wall turbulent shear flows.
Trans. ASME J. Heat Transfer, 110:583-589, 1988.

Philips, D.A., R. Rossi and G. laccarino. The influence of normal stress anisotropy in predicting
scalar dispersion with the v? — f model, Int. J. Heat and Fluid Flow, 32:943-963, 2011.

Pasinato, H.D. Velocity and Temperature Dissimilarity in Fully Developed Turbulent Channel
and Plane Couette Flows, Int. J. Heat and Fluid Flow, 32:11-25, 2011,

Pasinato, H.D. Dissimilarity of Turbulent Fluxes of Momentum and Heat in Perturbed Turbulent
Flows, submitted to ASME J. Heat Transfer, 2012.

Qiu, J.F.; S. Obi and T.B Gatski. On the wake-equilibrium condition for derivation of algebraic
heat flux model, Int. J. Heat Fluid Flow, 29:1628-1637, 2008.

Rogers, M.M., N.N. Mansur, and W.C. Reynolds. An algebraic model for the turbulent flux of
a passive scalar, J. Fluid Mechanics, 203:77-101, 1989.

Rossi, R. and G. laccarino. Numerical simulation of scalar dispersion downstream of a square
obstacle using gradient-transport type models, Atmospheric Environment, 1-14, 20009.

Rossi, R., D.A. Philips and G. laccarino. Numerical simulation of scalar dispersion in separated
flows using algebraic flux models, Turbulence. Heat and Mass Transfer, Ed. K. Hanjalic, Y.
Nagano and S. Jokirlic, Begell House, Inc., 6:1-12, 2009.

Suga, K. Improvement of a second moment closure for turbulent obstacle flow and heat transfer.
Int. J. Heat Fluid Flow, 25, pp. 776-784, 2004.

Suzuki, H., K. Suzuki, and T. Sato. Dissimilarity between heat and mass transfer in a turbulent
boundary layer disturbed by a cylinder. Int. J. Heat Mass Transfer, 31:2:259-265, 1988.

Younis, B.A., Speziale, C.G. and T.T. Clark. A non linear algebraic model for the turbulent
scalar fluxes, NASA-CR-201-796, 1996.

Copyright © 2012 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



	Introduction
	Heat flux modeling
	Algebraic models
	New model for the wall-layer

	'A priori' comparison
	Conclusions

