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Abstract.The direct numerical simulation of a fully developed turbulent flow with hemtgfer and
the direct numerical simulation of a perturbed turbulent channel flow with tnansfer, has been per-
formed. Buoyancy effects were neglected, thus the temperature wsisle@d as a passive scalar. For
the first calculation, for non-perturbed flow, the isoflux, constant teatpee, and uniform energy source
boundary conditions has been used for the thermal field. Mean andencdewalues of velocity and tem-
perature fields are compared with data from the literature for the isoflex CHse second calculation
for the perturbed channel flow simulation with heat transfer, has bedormed to investigate velocity
and temperature fields dissimilarity. For this second calculation the uniformgyeseurce case for the
thermal field was used. Perturbations were applied into the flow locally byitiofrom a span-wise
slot at the lower wall, and suction from a similar slot at the upper wall. In thés fiork on perturbed
turbulent channel flow, no developing calculation was used, rathewgrgrsmall values of the transpi-
ration velocity and slot width has been used in conjunction with a long periodipatational domain.
The main results from this study show that the skin-friction and the Stantonemnsufier clear changes
owing to local blowing or suction. While local blowing yields a decreases @ftin-friction and the
Stanton number, local suction increases these coefficients. Qualitatieedffdicts on both coefficients
are similar for every perturbation. The local extremes, however, foskirefriction are smaller than
those for St. And also the region of velocity field affected by the pertunbasidarger than for the
temperature field. The budgets for the axial mean velocity and for the meaertaome show that the
main source of dissimilarity for blowing is the mean pressure gradient andtivection terms. Mean
pressure gradient make mean velocity to change in the wall region in a ghglutiser way than mean
temperature. This small differences in the variation of mean velocity and tatmpewyields dissimilari-
ties in the turbulence production in the budget of the second moment of thesfiens of axial velocity
and temperature. The perturbed mean flow transfers energy to turbupreading out its effect into a
larger region than those affected in the thermal field. The responsibledee differences in the mean
flow and mean thermal field is the non-local effect of the mean pressadiegt on convection terms
of the mean momentum equation. For the fluctuations of axial velocity and tetmefi@lds the main
causes of dissimilarity are the small differences in the behavior of the gtaxfithe mean values, which
yields dissimilarity mainly in the turbulence production term.
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1 INTRODUCTION

Turbulent heat transfer is a phenomenon of fundamentakist@nd technological relevance to
a range of mechanical, aerospace, and chemical engingeoegsses in addition to a range
of applications encountered in physics, biological andrenvnental sciences. Nevertheless,
heat transfer predictions for most applications in practitilize simplistic approaches based
on Reynolds analogy, which implies similarity between motaenand heat transfer. This ap-

proach is computationally efficient since heat transfedigteons are essentially obtained from
the turbulent velocity field at relatively little additioheomputational cost. However, most

flows encountered in practice are far from equilibrium, tirea analogy between momentum
and heat transfer fails, and use of the Reynolds analogy éaligting turbulent heat transfer can
be very inaccurate (Spalart and Strelets, 2000; Kong, ChdiLae, 2001; Inaoka, Yamamoto,

and Suzuki, 1999). Previous works show that there is a ckeed fo examine in detail the dis-

similarities between heat and momentum transfer and tdojevew approaches to predicting

turbulent heat transfer in wall-bounded flows.

Since some time ago velocity and temperature fields dissiityiin turbulent flows has been
studied experimentally for different situations (Fulaghand Dumas, 1976; Antonia, 1980;
Subramanian and Antonia, 1981; and Antonia, Krishnamgaatid Fulachier, 1988). More
recently, and as a consequence of the advance of large smalguters, a number of direct
numerical simulations, DNS, have been performed addrgssiferent aspects of heat transfer
in turbulent flows. The first works computing a turbulent flowthwheat transfer using DNS
has been for developed thermal field (Kim and Moin, 1989; i§askomita and Kuroda, 1992;
Kasagi and Ohtsubo, 1993; Kawamura, Abe, and Matsuo, 1989®apavasiliou, and Hanratty,
1999; Zhou, Cui, and Zhang, 2002). In one of these works KimMouoh (1989) studied the
scalar transport in a developed turbulent channel flow fiberdint boundary conditions for the
temperature field, presenting results for the isoflux casmpstant wall heat case. In another
work, Kasagi, Tomita, and Kuroda (1992) have done an extersid well documented DNS
of a developed turbulent channel flow with heat transfergisiso the isoflux case. And more
recently Prandtl,Pr, and Reynolds[,, numbers effects in turbulent heat transfer has been
addressed in developed turbulent flow. Kawamur, Abe and Wéi999) used DNS of a fully
turbulent channel flow with the objective to study the and R, effects on the turbulent Prandtl
number,Pr;. They found that near the wall thér; is approximatelyl.0, and independently
of Re, and Pr, if Pr > 0.2. They show that the effect aPr on Pr, is more important for
lower values ofPr. In another work Na, Papavassiliou, and Hanratty (19993 iBNS in
order to study the effect aPr on temperature field, in a turbulent channel flow. As boundary
conditions they used a heated lower wall and a coled upper ®hey studied the effect of
Prin the range).3 — 10.0 using an Euler approach, and in the rafige — 2400 with a
Lagrangian formulation. They found that féh > 1 and fory* > 5, the influence ofPr on
the eddy diffusivity is quite small. On the other hand, hoarelarge effects were found étr
on the velocity and temperature correlation fields, tentpeeaand temperature variance. They
suggest that the, = v, assumption, which meardr; = 1.0, is a good approximation for the
buffer region, outside the viscous layer, and for the Idbaric region only. In contrast, for the
core regionyy > vy, or Pr; < 1.0. All these results for developed turbulent channel flow.

More recently, dissimilarity between velocity and tempera fields has been addressed nu-
merical and experimentally in disturbed, or non-equitibom turbulent flows (Suzuki, Suzuki,
and Sato (1988); Inaoka, Yamamoto, and Suzuki, 1999; Kongj @hd Lee, 2001). Non-
equilibrium turbulent flow means a turbulent flow where theikiorium between turbulence
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production and dissipation, that nominally exists in thdl vegjion, has been disrupted by some
kind of perturbation. These perturbations can consistasfekample, wall blowing or suction,
transverse pressure gradient, stream-wise curvaturé revajhness, wall temperature varia-
tions, or with the insertion of an obstacle into a boundageta In one of his work Suzuki,
Suzuki, and Sato (1988) studied the skin friction and heastier coefficient differences with
the insertion of a cylinder into a boundary layer, and foumat thot outward and cold wall-
ward interactions were intensified more strongly than wereeps and ejections of momentum
in this kind of perturbation. Also, they found that near thallithe sweep/ejection process
modification contribute negatively to momentum transfed that hot outward/cold wallward
phenomena were more intense that momentum sweep/ejedtimn, based on this previous
work, Inaoka, Yamamoto, and Suzuki (1999) addressed noaiemd experimentally the influ-
ence of the von Karman vortex street behind a square roadonrdary layer. And they found
that while a reduction of the skin friction downstream of theerted cylinder was measured,
there was on the other hand a significant enhancement of fiaeafdr. They have given the
explanation that suppression of the von Karman vortex resisgynificantly the heat transfer
behind the road, thus decreasing the momentum/heat trafis&milarity. And the main rea-
son for this phenomena is a decouple betwg&eandy’ in the Reynolds stress/v'), in contrast
to the thermal stres&’¢’) in turbulent heat transfer. Also Kong, Choi and Lee (2001)ehav
addressed the velocity and temperature fields dissinyilarien perturbed turbulent boundary
layer using DNS. The perturbation was provided into the lolawy layer by local blowing or
local suction from a spanwise slot. They found that the sktibn and the Stanton number
were significantly changed due to blowing and suction. Albeeslot they found that the main
source of dissimilarity was the mean pressure gradient. ¥ésedownstream of the slot the
source of dissimilarity was mainly due to the velocity-p@® gradient second moment.

In the present work results from the DNS of a developed tertuflow with heat transfer
and the DNS of a perturbed turbulent channel flow with heatsfiexr are presented. In both
calculations the temperature was considered as a passila. SEor the first calculation, with
non-perturbed flow, the isoflux, constant temperature, anfbum energy source boundary
conditions has been used, however mean and turbulencesvaiuelocity and temperature
fields only for the isoflux case are presented. The secondlasitmn with heat transfer has
been performed addressing the velocity and temperatuds figssimilarity, using the uniform
energy source case as boundary condition. Perturbatienapglied into the flow by local
blowing from a span-wise slot at the lower wall, and localtguwcfrom a similar slot at the
upper wall. In this first work on perturbed turbulent charftetl with heat transfer presented by
the authors, no inflow-outflow boundary conditions were usethe channel flow. Rather than
a very small values for the transpiration dimensionleseaigl of v* = 0.20, and very small
dimensionless spanwise slot widitit = 60, were used in conjunction with a long periodic
computational domain equal for. The following is a detail of the sections in this work. In
§2 the numerical procedure is presented for the case of feNgldped turbulent channel flow
with heat transfer in first term, and then for the perturbeskoaith heat transfer. Then {3,
in a first subsection, mean values for velocity, temperatme turbulence values, for the fully
developed turbulent channel are shown and compared witlasishata from the literature. Then
in a second subsection, results and discussion for therpeddurbulent channel flow with heat
transfer are presented. And finally§jh the main conclusions are commented.
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2 NUMERICAL PROCEDURE

In this section a description of the numerical aspects osimeilations, first for the fully devel-
oped turbulent channel flow, and second for the perturbéxlikeit channel flow are presented.
In this paperu, v, andw are the instantaneous velocities in the streamyigewall-normal
(y), and spanwiséz) directions, respectively. All instantaneous variablesdgcomposed in a
mean value and a fluctuation; eig= U + «'.

2.1 Developed Turbulent Channel Flow

z%/ XU N \%6
/

Figure 1.Computational domain for fully developed turbulent channel flow.

The computational domain for the DNS of the fully developerbtilent flow and the co-
ordinate system are shown in Figure 1. Then, the governiogteans in dimensionless form
are the continuity, the unsteady Navier-Stokes and theygmeguations for incompressible flow
and heat transfer
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where the nondimensionalization was done using the fnotelocity v, and half channel dis-
tance between wall§, and the friction temperaturg. = ¢, /p ¢, u,. Whered is the dimen-
sionless temperature, which has a different nondimenkaaian for every thermal case as it
is explained belowy, is the heat flux at the wall, ang andp are the constant pressure specific
heat coefficient and the density, respectively. In thesatmuPr, and R, are the molecular
Prandtl and turbulent Reynolds numbers, respectively,Sansla dimensionless energy source
term, which is different for every thermal case as it is exygd below.

The computational domain for the fully developed turbulidow was chosen to bér and
47 /3 (1885, and 628 in wall units) im and z directions, respectively. The size of the compu-
tational domain in x and z-directions was checked using ot velocity correlation. This
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computational domain is discretized withl28 x 128 x 128 grid, which in wall units means
Azt = 14.72, Ay" = 0.09 — 6.72, andAz" = 4.90, in the three directions respectively. In
comparison, the Kim and Moin’s (1989) and Kasagi, Tomital lduroda’s (1992) discretization
used in their spectral resolutions are respectively = 17.7, Ay™ = 0.05 — 4.4, Az* = 5.9,
andAz™ = 18.4, Ay™ = 0.08 — 4.9, Azt = 7.4. And, using also a spectral code Kim, Moin
and Moser (1987) usedz™ = 12, andAz* = 7, using a 192x129x160 grid. The time step
was0.00086 /u., or 0.12v /u?.

The unsteady Navier-Stokes equations were solved nurfigrataa Reynolds numbeR,
equal to 150, based on the wall friction velocity and half channel distance betweerllsvé.
The DNS code used in the present work for the velocity fields developed by Prof. Kyle
Squires’ group at ASU. In this code the incompressible mdomarequation are discretized
by the second-order accurate central-difference scheimePdisson equation for the pressure
field is Fourier-transformed with respect to the streamwarsg:spanwise periodic directions and
the resulting three-diagonal equations are solved dyréotleach time step. The flow field is
advanced in time using a fractional-step method, with thamstBashforth scheme for the time
discretization. For the thermal field a numerical code hanh@esently developed, in which
the spatial derivatives of the diffusion term are approxedausing the same discretization of
the flow field, while the convection terms are approximatedgihe QUICK scheme (Leonard,
1979). The time advance for temperature, on the other hawdne with the same scheme used
for the flow field.

For the velocity field periodic boundary conditions are ugsedhe spanwise and in the
streamwise direction, and non-slip boundary conditionbaih walls. As initial condition,
an instantaneous velocity field of a developed turbulent fleas supplied from a previous
calculation for a turbulent channel flow with the same DNSecod

After the velocity field is calculated at each time step, #mperature field was obtained
integrating the energy equation. The working fluid is aithvé Prandtl numbePr = 0.71. Any
buoyancy effect was neglected, thus temperature was @esiés a passive scalar. drand
z direction, as for velocity, periodic boundary conditionreeised for temperature, whereas
at walls three cases with different boundary conditionsenesed. The constant heat flux or
isoflux case, the constant wall temperature, and the unifeeat source cases were solved.
The dimensionless temperatufe,and the energy source term in the energy equatipnare
different for every case. For constant wall heat flax= (7, — 7')/T,, andS. = wu,/Uj,
thusf = 0 as boundary condition at walls. For the constant wall teapee case, with heat
flux from the upper to the lower wall§. = 0, and the dimensional boundary conditions are
Tow = (1 —a)T;, Tyw = (1 + a)T;. WhereLIWW andUW mean lower-wall and upper-
wall, respectively, andv is some arbitrary absolute value less than 1. Thus dimelesi®n
temperatured = (7" — Trw)/T,, boundary conditions ar¢,,,; = 0, andfdyyw = 2a. The
uniform scalar source case solved in the present work idaina case | solved in Kim and
Moin (1989), who used a source term equalfdie, Pr. In the present study, however, the
source is a constant energy source uniformly distributetthéndomain, equal tg,,/J, which
in dimensionless form i$, = 1.0. The boundary condition at walls for this caselis= 0,
as for the isoflux case. As initial conditions for the therrfiald a mean temperature from
the law of the wall,g™ = 2.785 In(y™) + 2.09, was given for the isoflux case. Then a fully
developed thermal field from this last calculation is given the scalar source and for the
constant wall temperature cases. For the constant walldeahpe, however, it should be done
a transformation of this developed thermal field using treoalie value of the constant

Preliminary computations were conducted on a coarse @rid 128 x 64 and then the
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flow and thermal fields were interpolated onto 128 x 128 x 128 grid. The time integration
was repeated until the velocity(temperature) field was gadig be fully developed in the new
simulation using the mean velocity (temperature), the Relgstresses (thermal stress) and the
wall shear stress (wall heat flux). A time of abdu600v /u2 was required to reach a stationary
state, but in all cases time 8f400v /u? were running before the averaging process was taken.
Then the statistics time integration was taken equa2tg«.., 40, 000 computational time step,

or 3,600v/u2, in order to define mean values.
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Figure 2:Computational domain for the perturbed turbulent channel flow.

2.2 Perturbed Turbulent Channel Flow

In the present work, the computational domain, Figure 2tHerperturbed case was similar to
the non-perturbed case, with the exception oftheeriod of the channel in the axial direction.
In this FigurelV is the spanwise slot width used for local blowing or suctiwhich has its start
point at the middle of thd , axial period. The remain aspects of the numerical procedtae
the same as for the fully developed turbulent channel flonthé&nfollowing, W+ andv* are
these values nondimensionalized with the wall variahlesandv. Blowing and suction were
provided using a transpiration velocity as boundary coowlifor the normal wall velocity at
the spanwise slots. The energy equation was solved for tfi@omheat source case, for which
the boundary condition arte= 0, andS, = 1, as it is commented above.

As it is mentioned in the abstract, being these the first teguesented by the authors for
perturbed turbulent channel flow, no developing turbuldrgnmel flow simulation was used.
In other words, rather than to use an inflow-outflow DNS for pleeturbed channel flow, with
inflow boundary condition from a developed turbulent flownfra parallel calculation, a long
computational domain with periodic boundary conditionhe &xial direction, in conjunction
with very small value for the magnitude of the transpiratietocity and very small width for
the spanwise slot with blowing or suction, was used. Nextlteon this ongoing work on
velocity and temperature fields dissimilarity will be olotad using an inflow-outflow DNS,
using a parallel DNS for developed turbulent channel flow rideo to have fully developed
inflow boundary conditions.

In the present work, however, different tests were done fmeléhe axial dimensiord,,,
changing the magnitudes of transpiration velocity, andstbéwidth. These tests were done
checking the mean velocity(temperature), the skin-tiefStanton number) at both walls, and

Copyright © 2006 Asociacion Argentina de Mecanica Computacional http://www.amcaonline.org.ar



Mecéanica Computacional Vol XXV, pp. 263-280 (2006) 269

_dU'idyt, <uv>'

V+ 10° 20 40 60 y-:l) 1 120 140 10° 10" V+
@) (b) (©)

Figure 3: Comparison of mean values for fully developed and perturbed turbutearine! flow.
(a)Distribution of mean velocity. Solid line, fully developed;: - - -, perturbed1000 wall units up-
stream of slot. (b)Distribution of dimensionless total, viscous and Reynuigissss. Fully developed
flow: solid line, total;— — — — — (W) e , viscous. Perturbed flow000 wall units upstream of
sloto-o-o0-o, total;------ , (u'v'y; > - > - > - 1>, viscous. (c)Comparison of mean velocity
above the slots with fully developed flow: Solid line, fullgwkloped flow; - - - - - , above the
slot with blowing;+ - + - + - 4, above the slot with suction.

the Reynolds(thermal) stresses at a poi®0 wall units upstream of the slot. And the computa-
tional domain finally chosen was, = 7x, with v* = 0.20 for the dimensionless transpiration
velocity andiW* = 60 for the dimensionless spanwise slot. These values yieftig@ices in
the mean values(first order and second order moments) aimpstceptible, as it is shown in
Figures 3(a) -3(b), which show mean values of velocity andnekls stresd000 wall units
upstream of the spanwise slot. It can be seen in Figure 3(ahéomean velocity only slight
differences in the core of the channel. The Reynolds stretbeaame point upstream in Fig-
ure 3(b) presents no differences with the fully developed.flon the other hand, Figure 3(c)
shows the distribution of the mean velocity for the fully dmped turbulent channel flow in
comparison with the distribution above the blowing slot abdve the suction slot. In this Fig-
ure it is clear that above the slots perturbations affeatb#g the mean flow only in the buffer
region. The velocity through the logarithmic sub-regioegants, on the other hand, a minor
effect due to suction, and a slight effect due to blowing.

3 RESULTSAND DISCUSSION

3.1 Resultsfor Fully Developed Turbulent Channel Flow

The mean and turbulence values for the fully developed dlaitow are presented in this
subsection. Mean values here means Reynolds averaged nheaimvidiexr — > plane. Kasagi,
Tomita, and Kuroda’s (1992), and Kim, Moin, and Moser’s (Zp&sults forRke, equal tol150
and180, respectively, are used for comparison. The resultant Redgmumber for the present
calculation based on the mean velocity and24552, which is in good agreement with Kasagi
et al.’s (1992) calculation bulk Reynolds equal to 4580. Tingethsionless mean and turbulence
values for the velocity and temperature fields are shownguréss 4(a) -6(c) as a function of
y" = yu,/v. The agreement of the mean velocity with Kim at al’s (198&#)d Kasagi at
al’s (1992) values, and the law of the wall in Figure 4(a) g with a very small under
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Figure 4: (a)Distribution of dimensionless mean velocity for fully developed turbuléanael flow.
Solid line, present calculatio®e, = 150; o - o - o - o, Kasagi, Tomita, and Kuroda (1992¢, =
1505 -+ .- , Moser, Kim, and Mansour (1999Re, = 180; — — — — — , law of the wall
Ut =lIn(y*)/0.41 4+ 6.0 ,and U™ = y*. (b)Distribution of dimensionless mean temperature
for fully developed turbulent channel flow for the isoflux ea$olid line, present calculation,
ReT =150, Pr = 0.71; 0-0-0-0, Kasagi, Tomita, and Kuroda (1998¢, = 150, Pr =0.71;

—- -, Kader (1981);— — — — — , 07 =278 In(y™) 4+ 2.09, andd* = Pr y*

prediction of the mean velocity in the core region of the ¢lelnTemperature mean values for
the developed thermal field are shown in Figures 4(b) for$béux case, in comparison with
Kasagi et al's (1992) results, the law of the wélt, = 2.78 In(y™) + 2.09, and Kader’s (1981)
empirical polynomials. As it is shown in Figure 4(b) the agreent of the mean temperature is
excellent.

Reynolds stresses and thermal Reynolds stresses are shoigaoness(a)-5(b). The agree-
ment of Reynolds stresses is good. As regarding thermal Reystlesses and for the fully
developed channel flow for the isoflux case, the wall-norneait lilux balance can be deduced
from the Reynolds averaged energy equation as

N
L@ — <u/+9/+> _ {1 _ foy Ut dy+
Pr oyt fOReT U+ dy+

whereU™ is the dimensionless Reynolds averaged mean axial velocity.

In equation (4) on the left-hand side, the first term is thegoolar heat flux, and the second
one is the turbulent heat flux. The term on the right-hand isitlee Reynolds averaged source
term for the isoflux case. All these terms are shown in Figipd.9n this Figure it is shown
that the thermal Reynolds stresses of the present work shmedagreement with Kasagi et
al's (1992) results, although there is a very slight ovedpmtéons of the turbulent fluxv'd’)
approximately ay* = 30.

Figures 6(a) show the root-mean-square, rms, of the fliohsbf velocity,«'*, v'*, and
w't. These results present a slight under predictions in casgawith Kasagi et al.’s (1992)
results. Fromy™ = 20 to the center of the channel the rms present a small undeicpoed
with maximum values less tha¥, mainly for the fluctuation of the axial velocity. These dif-

(4)
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turbulent channel flow. Present calculatidts, = 150. Solid line, total;}— — — — — RECTES HEREETE ,
viscous. Kasagi, Tomita, and Kuroda (199R},, = 150. o-0-0-o, total;o-o-o-0, (u/'v'); <-<-<- <,
viscous. (b)Distribution of dimensionless molecular, Regs and total thermal stresses, for
fully developed turbulent channel flow for the isoflux caseedent calculatiorRe, = 150,
Pr =0.71; solid line, total stresses;— - — - — -, molecular,— — — — — (VO , rhs of
Equation( 4). Kasagi, Tomita, and Kuroda (1992}, = 150, Pr = 0.71. > - > - > - [>, total
thermal stressy - o - o - o, (v'#'); % - x - * - %, rhs of Equation( 4).

ferences are attributed to the better precision for verpiigquency components of turbulent
fluctuations, of the spectral codes used by Kasagi et al.2)lia&heir calculation in compari-
son with the second-order central differences used in thegmt work. Then Figures 6(b) - 6(c)
show the rms of the thermal fluctuatiofis and the heat fluxe&/¢’)*, and(v'¢')*. In these
Figures there is an under prediction of the present restitproximatelyd% at the maximum
value of the turbulent heat fluge'6’), and in the order 0%% for the rms of the fluctuations of
temperature. As regarding these differences, howeverbrth to mention that Kasagi et al.’s
(1992) results for the turbulent heat flga'0") ™, and for the rms of fluctuation of temperature,
present an over predicted in comparison with Kim and Moih®80) results of approximately
5%, which are not presented here (Figure 4, and 5, in Kasagijtipemd Kuroda, 1992).

3.2 Reaultsfor Perturbed Turbulent Channel Flow

In this section the mean and turbulence values for the fertlvelocity and temperature fields
are presented. Mean values in this subsection means Reyavatsgged in the spanwise direc-
tion, z, and the results presented are for the transpiration \glo¢i = 0.20, and slot width
W+ = 60, both in wall units. The energy equation, on the other handolved for the uniform
heat source case, as it is commented above, which mean$i¢hdintensionless source term
S. = 1. Thus, for fully developed flow, the solutions of the axialmmntum and energy equa-
tions differ only in the diffusion term owing to th2r, which value is0.71. Thus for a fully
developed turbulent channel flow the similarity betweembBxiomentum and energy is almost
complete, and this is the base flow which is perturbed by bigvar suction. Although both
results for blowing and suction are presented, for spas®rediscussion is focused on blowing
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Figure 6:(a)Distribution of dimensionless rms of velocity fluctuations for the fully dewetbturbulent
channel flow. Present calculatioRe, = 150. Solid line,v'*; — — — — — Ju' T w't. Kasagi,
Tomita, and Kuroda (1992Re, = 150. 0-0-0-0, u'T; ¢-0-0-0, v/, >->->->, w'T. (b)Dlstrlbutlon
of dimensionless rms of temperature fluctuatlons for fuyeloped turbulent channel flow for
the isoflux case. Solid line, present calculationp - o - o, Kasagi, Tomita, and Kuroda (1992).
(c)Distribution of dimensionless axial and wall normaldulent heat flux for fully developed
turbulent channel flow for the isoflux case. Present calmrasolid line,(v/0"); - — - — - — - :
(v'0"). Kasagi, Tomita, and Kuroda (1992); 0 - o - o, (u/€); - — - — - — -, (V'&').

effects in the present work.

(a)Skin-Friction and Stanton NumbelFigures 7(a) shows the axial distribution of half the
time-averaged skin-frictionf /2 = 7,,/(pU?), and the time-averaged Stanton numisgr,=
h/pc,U), for blowing and suction, normalized for its values for jutleveloped flow. Where
rw is the wall shear stresg, the density,U the axial mean velocity in the whole domain,
= qw/(T, — T,,) is the convective heat transfer coefficient, &pds the bulk temperature.
The skin-friction and the Stanton number suffer clear l@t&lnges due to blowing or suc-
tion. While local blowing yields a decreases of the skintfoic and the Stanton number, local
suction increases these coefficients, although the loagds for blowing are smaller than
those for suction. There are however small dissimilaritesveen the skin-friction and the St.
The changes in St are abrupt, with its starting point almostaident with the location of the
upstream border of the spanwise slot. On the other handpta imaximum and minimum
for the skin-friction are smaller than the respectivelyues for the St. But the most important
difference is the smoother variation of the skin-frictigrhich means a smoother change of the
mean velocity in contrast with mean temperature. As it issshbelow, this slight difference in
both mean fields is a source of dissimilarity in the turbueepooduction terms of velocity and
temperature fluctuation fields. And the primary reason far dissimilarity is the mean axial
pressure gradient term, whose distribution is shown inif@@igb). The axial pressure gradient
is shown at the wallg™ = 0, and at the beginning of the logarithmic regigr,= 30. For blow-
ing the pressure gradient term at the wall presents a locainmuen at approximately 30 wall
units upstream of the slot border, a local minimum above libte @d a second local maximum
at 90 wall units downstream of the upstream slot border. htrest, for suction there is two
local minimums, and a maximum value above the slot, in alrtfessame locations. Thus, it
can be said that blowing causes qualitatively the oppofiteteof suction on the axial pressure
gradient term. The slight differences are the absolute madgs of these extreme values.
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Figure 7:(a)Streamwise variations of the normalized skin friction and Stanton numieeiochlowing
and suction for v* = 0.20, andW* = 60. Skin-friction: ... , blowing; - — - — - — - , suction.
Stanton number: solid line, suction;— — — —, blowing. Dotted lines denote the spanwise slot location.
(b)Streamwise distribution of the dimensionless axial pressure gradiertbdilowing and suction, for
vt = 0.20, W = 60. Blowing: Solid line,y™ = 0; — — — — — , y+ = 30. Suction:- — - — - — -,
=0;0-0-0-0,y" = 30. Dotted lines denote the location of the spanwise slot.

(b)Budget for the Mean Streamwise Velocity and Temperatigield® Figures 8-9 show the
budgets for the mean streamwise velocity and temperatuds fiequations (5-6), for the fully
developed channel flow, and for perturbed flow with paransetér= 0.20 andWW* = 60 at
the locations of the three extreme values of the mean axéakpre gradient term at the wall, as
shown in Figure 7(b). In equations (5-6), the first term onrtgkt-hand side is the convection
term, the second is the turbulent transport, the third issth&ce term for momentum(mean
axial pressure gradient) or hegt, respectively, and the last term is the diffusion term.

aU aU < / '> 0(uv> 1 92U

_—{ —} { }——x R_Taxax} ©))

Figures 8 shows that a Iocal blowmg ylelds a perturbatlothm convection terms of the
axial momentum equation, which is balanced mainly by thesquree gradient term. These
are the two terms that suffer the most important changeseimidan axial momentum budget
through the blowing region. In contrast, the diffusion amdbtilent transport terms do not suffer
significantly due to blowing. For the energy budget, howettee convective and diffusion
terms suffer the most important changes and are almostdsddvy each other. The turbulent
transport term in both budgets do not suffer any significaadification in comparison with
fully developed turbulent channel flow.

Therefore the main source of dissimilarity in the budgettfer mean value& andé, are
the main axial pressure gradient, and the convection, ®fitkt variable, and the convection
and diffusion terms for the second one. Since changes in ganrtemperature are abrupt the
diffusion term takes an important rule in the budget of theam&emperature. Thus, heat is

Copyright © 2006 Asociacion Argentina de Mecénica Computacional http://www.amcaonline.org.ar



274 H.D. PASINATO, K.D. SQUIRES

T T T T T T T T T
10 .. B
g |- (a)
° .'u:‘:frmnj-jajnm X OQ0 000 0O O0-6-6-0-0 0O -0 Q- Q- 0O-0-00000O0COOCKIY
s
) \
-10f ~
1 1 1 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

=
S o e @ © TS U TO0060 =
N O ~ o
g ol onmqunrﬂq.;.
_40 1 1 1 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

(d)

SQQQQQ Q00 Q00 QQ0.00000000000007 .07
\/

| | | | | | | | | N

0 0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8 2

Figure 8: Mean streamwise-velocity budget normalizeddy/s for (a) non-perturbed flow, and for
low wall blowing(y=0) and upper wall suction(y=2) foo™ = 0.20 W+ = 60 at three location: (b)35
wall unit upstream of the slot;(c) 38 downstream; (d)90 downstream aflttbeginning. Solid line,
convection term— — — — —, diffusion term;- - - - - - , turbulent transport termy - o - o - o, pressure
gradient term.

transfered by convection and diffusion in order to adjughm blowing region. In contrast in
the momentum budget the transference of momentum is blysilted to convection, if pressure
gradient is thought as a convection potential. Therefoeentlain dissimilarity between mean
velocity and temperature fields are the higher gradientetémperature field, and the source
for this difference is the main pressure gradient in the muora budget, as it was expected.

(c)Budget of the Second Moment of Axial Velocity and Tenper&luctuations:Figures 10-11
show the budgets for the second moment of the fluctuationseo$treamwise velocityu'v’),
and temperatur@'¢’), equations (7-8). The budgets are shown for the fully dgesdldurbulent
channel flow, and for blowing and suction with parameters = 0.20, W' = 60 . In
equations (7-8), the first term on the right-hand side is thresection term, the second is the
diffusion term, the third is the turbulent transport, therb is the turbulent production, the
fifth term is the turbulence dissipation, and the sixth tentich is only in equation (7), is the
velocity-pressure gradient term.
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Figure 9:Mean temperature budget normalizedthy. /6 for (a) non-perturbed flow, and for low wall
blowing(y=0) and upper wall suction(y=2) for™ = 0.20 W+ = 60 case at three location: (b)35 wall
unit upstream of the slot beginning;(c) 38 downstream; (d)90 dowmstr&alid line, convection term;

————— , thermal diffusion term;- - - - - | thermal turbulent transport term;- o - o - o, source term.
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As itis known, in equations (7-8) the first, second, and tterdhs on the right-hand side are
transport terms; transport by convection, by diffusiornd &g turbulent velocity(temperature)
fluctuations. All these terms redistribute turbulent kinenergy and thermal energy, in both
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Figure 10:(u'v’) budget normalized by2 /§ for (a) non-perturbed flow, and for low wall blowing(y=0)
and upper wall suction(y=2) for™ = 0.20 W = 60 at three location: (b)35 wall unit upstream of the
slot beginning;(c) 38 downstream; (d)90 downstream. Solid line, convelgtion;— — — — — , diffusion
term; + - + - + - +, turbulent production term- - - - - , turbulent transport termy - o - o - o,
dissipation terms - x - x - %, velocity-pressure gradient term.

budgets respectively, from one point in the flow to anothdre $ixth term, which is only in
equations (7), can be written &/p’ /0x) — (p'0u’ /0z), representing a redistribution of energy
in space, the first part, and a redistribution of energy antbiffigrent velocity components, the
second part. Thus, only the fourth and fifth terms on the s#t¢ioe of these equations are
responsible for the production and dissipation of turbcéeim both fields.

Therefore looking first at the production of turbulencgifw’) and(¢'6") budgets, in Fig-
ures 10-11, the first noteable dissimilarity between bottdies the locations where the produc-
tion terms present differences in comparison with the petida term for fully developed flow.
For the blowing region the production term @f«’) is greater in Figures 10-b, d, and smaller
than the developed flow value, in Figures 10-c. In contr&&,production term ofd'¢’), is
greater in Figure 10-c, and smaller than the developed fldueyan Figures 10-b and d. It
is important to mention that, based on results not presedmee, these differences are more
clear for higher magnitude of the transpiration velocitynefefore this seems to be the most
remarkable source of dissimilarity.

The follow try to be an explanation for this phenomenon. Timbdulence production in
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Figure 11: (9'¢") budget normalized by 2w,/ for (a) non-perturbed flow, and for low wall blow-
ing(y=0) and upper wall suction(y=2) fort = 0.20 W+ = 60 at three location: (b)35 wall unit
upstream of the slot beginning;(c) 38 downstream; (d)90 downstrearfid IB®, convection term;

————— , diffusion term;+ - 4+ - + - +, turbulent production term;-- - - -, turbulent trans-

port term;o - o - o - o, dissipation term.

(u'u’) receives contribution from the terms{2(u/v")0U /0y}, and—{2(u'v')OU /0x}, while
for (¢'0’) receive from—{2(0'v')00/0y}, and —{2(¢'v')00/0x}. And it can be shown (by
results not shown here) that in both budgets the producsoaated with the wall normal
gradient of the mean values is one order of magnitude lafger those associated with the
axial gradient of mean values. Which is a known result foryfdiéveloped turbulent flow, and
it continues to be valid here for small perturbations. Thiig,major contribution to turbulence
production is coming from the term with wall normal gradiemtboth budgets. The major
dissimilarity, however, in both budgets is coming from thi@on contribution of the production
term associated with the axial gradient of the mean values.

In other words, the basic turbulent production in both baageoming from the term with
wall-normal gradient, but the dissimilarity is coming frahee minor contribution of the axial
gradient. And the reason for this is thHatchanges occur basically upstream and downstream
of the spanwise slot, Figure 7(a). While change# are abrupt and basically above the slot.

Therefore, the axial gradient 6f with its minor contribution upstream and downstream of
the slot yields two maximum values of turbulent productibthase locations. In contrast, the
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axial gradient of), which change abruptly above the slot, yields a turbuleno@ntontribution
that produces a maximum of turbulence production abovelttgas it is seen in Figures 11-
c. With different words it can say that the maximum of turlmde production in both budgets
have different location and the responsible for this phegraon is the axial gradient of the mean
velocity and temperature fields. It is worth to remember helso, that the differences in the
axial behavior of the mean valuésandd is the mean pressure gradient term in thbudget.

As it is known, the production term in the velocity field apgaity serves to exchange
kinetic energy between the mean flow and turbulence. The satnee for the temperature
field. But while in thermal field the gradient are abrupt and pheduction is concentrated
above the slot, for the velocity field the change are smoatiaéng to the pressure gradient
term. Thus in the velocity field the energy coming from the mitaw is spread out in space in
a larger region than in the temperature field. And the caumasis dissimilarity are the small
differences of the wall normal and axial gradients of the mfegldsU and6.

The term that balances the turbulence production inthe&) budget is mainly dissipation,
but the terms that more contribute to dissimilarity are emton and the velocity-pressure gra-
dient terms. The velocity-pressure gradient term is nob@temperature field, and convection
is essentially different in both fields. On the other handi¢i’) budget, turbulent production
is mainly balanced also by dissipation. In spite of the inigace of the dissipation, turbulent
transport, and diffusion terms, they have qualitatively $same behavior in both budgets, and
do not contribute significantely to dissimilarity.

Thus, in conclusion, it can be said that the main source dirdiarity between the two
second moment budgets for the blowing zone are the turbpledluction term, the velocity-
pressure gradient term, and the convection term. And thece@f all these differences have
clearly its origin in the non-local transfer effect of meangsure gradient, as it was expected, on
the other hand. It is important to remark here that much ofrifemation of this dissimilarity
is in the gradient of the mean valués,andd. And also that the dissimilarity occurs basically
owing to terms with minor contribution in both fields.

4 CONCLUSIONS

The DNS of a fully developed turbulent flow with heat transexd the DNS of a perturbed
turbulent channel flow with heat transfer, has been predentthis work. These calculations
have been performed fdte. = 150, andPr = 0.71. Any buoyancy effect was neglected, thus
the temperature was considered as a passive scalar in botifatians.

For the first calculation, the isoflux, constant temperatarel uniform energy source as
boundary condition has been used. Mean and turbulencesvafueelocity and temperature
fields were compared with data from the literature for théusocase.

The second calculation for the perturbed channel flow sitiulawith heat transfer, has
been performed to investigate velocity and temperaturédigissimilarity. The boundary con-
dition for the thermal problem was the uniform heat sourcerti?bations were applied into
the flow by local blowing from a span-wise slot at the lower lwahd local suction from a
similar slot at the upper wall. Very small values of the ti@irestion velocity and slot width has
been used, in conjunction with a long period of the compaoiteti domain, in order to have at
some degree developed turbulent flow upstream of the spsmskots. The main results from
this study show that the skin-friction and the Stanton nunsdfer clear changes owing to
local blowing or suction. While local blowing yields a decsea of the skin-friction and the
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Stanton number, local suction increases these coeffici€htslocal extremes of these two co-
efficients,however, are different. The Stanton numbergmissalways higher extreme values.
The main source of dissimilarity, on the other hand, for bifayn the wall region, for the mean
velocity and temperature budgets, is the pressure graaiehthe convection terms. While for
the turbulence of the axial velocity and temperature theihigarity are mainly owing to the
turbulent production term. Although with smaller conttilom, also the velocity-pressure gra-
dient term, and the convection term increase the dissiityildrhese dissimilarities have clearly
its origin in the non-local transfer effect of the mean puesgradient, as it was expected, on
the other hand. The mean pressure gradient yields a smaitttee perturbed mean velocity
field in comparison with those of the mean temperature. Algfothe main source of turbu-
lence production of the axial velocity and temperature éswfall-normal gradient of the mean
fields, small differences between the axial gradients yieddmost important dissimilarity be-
tween the turbulence fields of velocity and temperature. theowords, in spite of its minor
contribution to the production of turbulence, the axialdieat of the mean fields is the most
important secondary source of dissimilarity.

Thus, it can say that the mean pressure gradient, as expestdte primary source of
dissimilarity, and that the higher values of the gradientha&f thermal field is the secondary
source of dissimilarity between the velocity and tempasafields.
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