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Abstract. The multibody dynamic@VBD) solver MagnusDyn and the computational fluid dynamics
(CFD) code REX, both developed at the University of lowa, are implicitly coupledndéiyn can
solve bodies connected through a variety of joints and cables, while REX is a dynamsit maval
hydrodynamics code with extensive capabilities for motions of surface andwatelervehicles
including waves, autopilots and wind. The implementatanfds capability to #mulate atsea
operations, like takeoff and landing of manned and unmanned aircraft, deployment and retovery
service watercraft, etc. In these maneuvers, interaction between vessels occurs throegtingon
cables or direct contact. The paper describesstrategy to couple the solvers and presents validation
and demonstration cases, including the relaxation of a buoydegpldyment and recovery of an
unmanned underwater vehicle.
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1 INTRODUCTION

Problems with bodies interacting with a fluid and betwiem are a challenge for CFD,
since body/body interaction imposes demanding conditions on the time step and results in
highly coupled systems. Interaction between bodies occurs through contact, connétging ca
or fluid forces. Of these, direct contactasables result in the most challenging conditions.

Since the advent of ships large enough to carry other craft, it has been commamplace f
host (or mother) ships to deploy and recover smaller craft. These craft, usuatlychsarface
vessels, are typitig launched and recovered via cranes over the side or stern of the host ship.
Relatively calm seas have generally been a prerequisite for these openatiessthan ideal
conditions, launch and recovery (L&R) is dangerous to both crew and vehidesaan
consume a considerable amount of time, waiting until both craft are in a favorablerpiusiti
the operation to take place. The operation places a strong reliance onHaiglelg personnel,
both on the host ship and the deployed craft for itsesscc

With the introduction of autonomous or seanitonomous vehicles in maritime operations,
L&R is often desired in seeonditions that are far from ideal and with demanding time
constraints. Obviously, the advantage of having an experienced pilot onboard the deployed
craft is lost. Generally, deployed craft are designed to carry out a spesik, not for the
L&R operation. Therefore the vehicle is not likely to be ideal from an L&Rpaetive. All
these issues suggest that L&R is no longer an lafteght and must be considered well before
any L&R evaluation of a new system is initiated. While physical simulation at moalel is
very helpful, conditions under which those simulations can be carried out are limited. As
result, computational simulan is an attractive means of augmenting an understanding of
how L&R under a wide range of conditions might proceed, and can help define a safe
operational envelope for a given set of craft (host ship and deployed vehicle). Plagsids
computational tools, applied in a marine environment, are now able to provide the needed
accuracy and fidelity to be useful for engineering work.

Computation of the towing process of marine vehicles has a variety of ajppkcat
including towing of service craft, Unmarthé&Jnderwater Vehicles (UUVs) and Unmanned
Surface Vehicles (USVs), launch and recovery, towing of damaged vesseByaieation of
a variety of maneuvers involving towed vehicles requires accurate computatios fixdidl
flow, which is typically carried out with CFD in time steps designed to resolve taiessof
interest in the flow. As an example, candidate concepts forbslaipd autonomous vehicle
operations often involve deployment and recovergrdhe stern of the host shipuring the
cable wnch mode the deployed craft is captured by a cable which is released from the host
ship and pulled by a winch to the stern of the host ship allowing a mechanism to lift the
deployed craft on board the host ship. The flow in this region can be violeat tallength
scale of the autonomous service craft, potentially leading to unacceptable matwed. and
towing vehicles respond to forces and moments originating from/transmittae byw cable,
resulting in a complex coupling of the rigid body motions of the two craft. The main difficul
arising from coupling a mulbody CFD solver with a cable model is that the time scales
involved in the solution of the cable equations are typically one order of magnitullier ema
more than those used in CFDhig smaller time step is unacceptable for CFD since it would
make the solution impractical.

In this paper we discuss coupling of MBD and CFD solvers to enable computations of
bodies connected with cables, with focus on L&R problems.
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2 CFD CODE REX

REX is ageneral purpose CFD code designed for computational naval hydrodynamics
applications, developed at IIHBngineering and Hydroscience/The University of lowa. REX
is an unsteady Reynol@dwveraged NavieBtokes, detached eddy simulation (URANS/DES)
overset slver that uses a blended model for turbulence, a spigiee level set approach to
model the free surface (Carrica et al. 2007a), and dynamic overset grids to fasydve
amplitude motions (Carrica et al. 2007b). The air side is treated withmaceapled
approach, in which the water ignores the presence of the air but the air is cbogntethe
water free surface as an immerse boundary, providing an excellent approximatienato
flow and forces on largscale objects like ships (Huang et 2008). Overset connectivities
are computed at run time using the code Suggar or Suggar++ (Noack et al. 20[@)hev
surface weights to compute forces and moments are obtained using Usurp (Boger and Drey
2006). Full six degrees of freedom (6DOF) digody motion computations with moving
control surfaces and resolved or modeled propulsors are possible. The code arehitectur
enables the presence of multiple bodies, which as discussed in this paper h#ows t
simulation of connecting structures suchcables between the different discretized bodies
included in the domairinternal waves, dead water and other density stratification phenomena
can be studied with the higherder density transport model (Esmaeilpour et al 2016, 2017).
Other capabilities iclude incoming regular and irregular waves, autopilot and maneuvering
controllers (Carrica et al. 2012), and flsttucture interaction (Paik et al. 2009; Li et al.
2017). SekHpropulsion of surface ships in model scale (Carrica et al. 2010a, Carrita et a
2011) and at full scale (Castro et al. 2011) have been performed with excellentisompar
with data. Surface ship maneuvers in turn anezag with and without waves (Carrica et al.
2013) and in broaching (Carrica et al. 2012) demonstrated the ¢gpaibihe code to handle
complex situations with free surface flows. Recent simulations of KCS mairepuedeep
(Mofidi and Carrica 2014) and dlaw water (Carrica et al. 201pé&urther validated complex
maneuvering capabilities. Higberformance compations have been previously performed
with grids of up to 300 million grid points for the surface combatant model DTMB 5512 in
straight ahead, static drift, forwaspeed diffraction and pitching and heaving in waves
(Carrica et al. 2010b, Bhushan et2011), and for the crude carrier KVLCC2 on up to 305
million grid points (Xing et al. 2010). New dynamicesset apmaches (Martin et al. 2014
Martin et al.2016) have allowed the calculation of similarly large cases for the fulnaieol
geometry of the research vesgghena, including a rotating discretized propeller, with
excellent scalability of the overset problem. Also new to REX is a completentdédion of
the projection algorithm used for coupling the velocity and pressure fields, resaoltargy
improved mass conservation compared to the standard projection method (Li et al. 2015
REX have been used for several projectatgdemic institutions arldS Navy researchers.

Boundary layer transitiormodels have been recently implemented andidaed
Theseinclude those based on intermitterenyd correlationdy Langtry and Menter (2009)
and Menter et al. (2015) and the amplification factor approach of Coder and Maughmer
(2014). Current implementations have been tested against flat platetgegralipsoids, and
propellers.More complex applications and evaluation of best practices and limitations are
currently under way.

Fully free running maneuvers have been successfully simulated both usingzgidcre
propellerblades and for the REX/ARJL4 couplel approach for underwater vehiclesfully
submerged r&d near calm surfaceonditions. Satisfactory agreement with available
experimental data was obtained for two different geometries, ONR Bbtirtir{ et al 2014a,
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2015 and Joubert BB (Carica et al 2016}y small differences between simulations and
experiments can be attributable to a number of reason including differendegiah
conditions, which are beyond the control of the simulation setup; but also to low Reynolds
effects, particuldy in the control surfaces, which can be investigated with the newly available
transitional models.

3 MBD CODE MAGNUSDYN

MagnusDyn is an MBD solver based on a velocity formulatiat can handle rigid bodies
connected with cables and a variety of constsaimplemented using Lagrange multipliers
(see Figure 1)Constraints include ball and hinge joints and imposed rotation jthntdast
to facilitate implementation of rotating bodies like propellers or rudders gwherrotation is
imposed by the propeller rotational speed or the rudder angle.

hinge
constraint

ball
constraint

Figurel: Schematic of a mulbody dynamic system including some constraints.

MagnusDyn uses unit quaternions to parameterize the body rotatiaieyrqons do not
suffer from singlarity problems as the Euler angles d@uler angles use three rotations in
sequence to descrileny rotation Several options are available depending on what three
rotation sequences are used. In naval and aeronautical engineering the (1,2,3) saljoence
known as Cardan or Tairyan angles, is used. In thi®quence first a yaw rotation is
applied about the-axis, then a pitch rotation 6 about the yaxis and finally a roll rotatio
about the axis. Since REX uses Euler angles for several apjpdinat as customary in naval
architecture, angular representation is transformed when going from REXgrausDyn and
back. A cable solver is constructed within MagnusDyn using cylindrical links ctathetth
ball constraints. The cable solver accepts resleforces and moments on each link as
computed by the CFD solver. It also can move an end node on a cable to a specified location,
to simulate reein and release.

3.1 CFD/MBD coupling

The coupling between CFD and MBD requires computation of forces and risoime&he
CFD code and transfer to the MBD code, and prediction of motions in the MBD code and
transfer back to the CFD code. The MBD code receives the forces and momentdodbpect
center of gravity for each body, computed by integration in the CkR,@nd advances as
many time steps as necessary to complete a CFD time step. During this peravddbeahd
moments are considered constant, except for the cable forces and maswlestsibed later.
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At the end of a CFD time step the MBD code sahé iformation on body translation and
rotation, including the location of all cable links, to the CFD code. The CFD cod¢hises
information to move the grids belonging to each body, and to retrieve the velocity
corresponding to each cable link.

An inverse map is used to efficiently find fluid velocities to use to compute fluidsforce
the links of the cables. REX uses a simple uniform Cartesian grid withivothreding box of
each domain after the grid is decomposed intpratessor domains for parallalogessing.
The proper donor points laying within each cell of the Cartesian gridbane fIf no point is
found, neighbors are used to fill the remaining otherwise empty cells, inestaieghbor-
first fashion. The setup of the inverse map is then aworig once at the beginning of the
computation and is done independently for each decomposed grid. For each i,j,k node in the
Cartesian grid, the inverse map contains the i,j,k of the closest CFD grid mpdhe grid
belonging to that processor. Sincey,x, for each ij,k cell in the Cartesian grid can be
explicitly obtained and vice versa, finding i,j,k in the Cartesian grid given the coaslioba
point is extremely fast.

Once the location of the links is obtained by the cable simulation procdss® |bcations
are transformed to the original system of coordinates before body motions and brdadcaste
all other processors. The inverse map is used to find the donor in each CFDayessBrs
will report that a donor was found in the grid belonging to that processor if the pwoittiis
the original bounding box. Since in an overset approach several grids can have valid donors,
the best donor is chosen prioritizing points that are active (as opposed t¢ fiegjeed
points are not valid donorg)nd those closest to the original link locatidhe velocities are
then sent to the MBD solver which computes the forces and moments on the linkglympli
since these forces and moments depend on the velocity and acceleration of the links.

4 RESULTS
4.1 Rising buoy in atank

This simulation reproduces the experimental conditions reported in the work by Kamman
and Huston (1985). In this experiment a buoy with mgss11.31gr ( 0.0253) and 2 inches
in diameter D, =50.8nm is attached tahe bottom of a tank with a silicon rubber cable 72
inches(l, =1.829m) in length anddiameter D, = 4.14mm. Thetank is filled with seawater
with density and viscosity arp, =1024Kg/m’ and 4, =1.684x 10° Kg/ms, respectively

The grids and initial condition are shown in Figure 2. The initial position of the buoy is
¥, =(51n,0-24n) as reported by Kamman and Huston (1985), but the position of the fixed

point X, = (0,0,— 75.6n) is inferred from their experimental results since it is not explicitly
reported. The entire setup is undeterfar from the surface
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Figure2: Grids andnitial condition for the rising buoy case.

As exactexperimentablatais not availablethe cable initial configuration is set to be that
of a catenary between the fixed point at the bottom of the tank and the bottbenlufaly.
While this is a good assumption (see Figure 3), small deviations fromtdr@caare likely
in the experiment at thengls of the cableNotice that in this initinconfiguration the buoy
earlytendency wl be to rotate in the clockwise direction (positive pitch) due to the tension of
the cable. Probably a better initial condition would be that of a buoy with pitch smdgheat
the cable is at rest even if the buoy is free to rotate (but not to mowdjs lexample the
importance of this initial rotation is evaluated by running the same case twie with the
buoy free to rotate and one where rotations are constrained.

The diameter of the buoy isets as the reference length, = D, = 50.8nm. The reference

velocity is arbitrarily set tdJ, =1m/s. With the stated density and viscosity of seawater the
Reynolds and Froude number result Re= 30,89( and Fr =1.41€, respectively.The
dimensionless mass of the buoyng = m, /p, L3 . Since the buoy essentially is a thin shell,
all the gyradii equal to the buoy’s radius, which in dimensiorflassis R, = 0.5.

The mass of the cable, or its linear density, are nopgsty reported by Kamman and
Huston (1985) and therefore this is inferred from the reported forces when theehabgs a
steady condition at the top. In that situation the force measured at the fixed sptiet i
buoyancy force on the buoy plus the buoyancy force on the cable minus the weight of the buoy
and the cable. Since buoy weight and buoyancy are known, the density of the cable is

estimated to be, :128OKg/m3 , Which isin close agreement witteported values of density
for silicon rubber. The linear densigthen 4, = p. 7 / 4D, =17.23yr /m.
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The simulations are performed with 60 linksr the cable.Figure 3 shows the
computed positios of the cable adifferent times compared witBxperiments reported in
Kamman and Huston (1988Figure 4). Both computational results, with and without buoy’'s
rotations are shown. The small differencesazen the two solutions in Figureiddicate that
the effecs of buoy’s rotations in the overall solution areall, while the computational results
march the experiments very well.

04 45s

60 g & 220" No rotations

- o] ore . .

- ----With rotations
o [Experiments

0 5 10 15 20 25 30
X [in]
Figure3: Cable position with time. Comparison of results with and without buoy rotations
with experiments.

Figure 4compares the tension in the cable computed at the fixed end located at the bottom
of the tank with the tension measured in the experiment (from Figure 10 in &amand
Huston, 1985). Forces undergo a more violent transient when buoy rotations are allowed, as
expected. The amplitude of the oscillations in the initial transient seem to lgeesmeent
with the variations observed in the initial transient of the expermhdata. As expected, both
computations with and without buoy rotati@onverge to the same steady state tension in the
cable when the buoy is all the way at the top of the tank.

Figure 5shows a series of still frames at the corresponding times eeportthe
experiments as in Figur8 During the initial transient the boundary layer around the sphere
develops ad eventually starts separatingsuling in vortex shedding. This vortex shedding
affects the motion of the sphere, résig in oscillations in forces.
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Figure4: Cable tension at the fixed end compared with experimental measurements. Bttiwitsand
without buoy rotations are shown.
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Figure5: Still frames coresponding).7, 1.5, 2.5 and 4.5 s (from top to battdeft to rigt).

4.2 Deployment of an UUV

In this case the research vessel Ath@kthena R/V) is used as mother ship to deploy a
UUV from a crane, lowering it slowly until it reaches the water and theasielg it. For non
dimensionalization purposesetreference velocity and length at¢, =5.4m/s (10.5 knots)

and L, = 47m, respectively.

Figure 6 (left) shows the geometry of the system. Athena RMully appended and
includes movable rudders and rotating ditized propellers. The UUV grids werdginally
created with the UUV nose pointing to the port sidétbfena This is changed as part of the
initial conditions so that the UUV points forwarddais farther away from theternof Athena
to avoid a collisionas occursn preliminary computationsg the UUV is released to close to
the stern in the region of strong recirculating flolhe UUV & followed by a Cartesian
refinement block (shown in orange in Figure 6). A free surface refinefsleotvn in blue)
follows the motionsof the mother ship in the horizontal plane oy wake refinement
(shown in Cyan) follows the shipotions to properly resolve ttveakesof the propellersA
detil of the UUV grids withrefinements is shown ifigure 6 (right) where the UUV is
already positioned and rotated with its nose pointing into Athena'’s stern. The total mimber
grid points for this case is 32M. Figurea&o shows the crane systendacables holding the
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UUV in the initial condition.

Cables are laid out by first defining nodes in space. Once nodes are defire arabl
described with a starting and an ending node. With this information and the provided length of
the cable the MBD sweér creates a catenary between the starting and ending points with the
specified length.

Wake Refinement Lefmeme -1—-,—:_‘;__'.— = \I"}l ‘”l‘_] I h—l

Figure6: Geometry and refinement blocks used for the deploymesnt 0fJV from the stern of AthenR/V
(left); Close up of the system of grids for the UUV. Thg\Wwas repositioned and rotated as an initial condition
to start the simulatiofright).

The cables are modeled as wire rope % inches in diameter with linear density
A. =1.5Kg /mof 1.5 Kgr/m. The number afablelinks is set to 45, so that tlwervatures are

properly resolved.

Simulation conditions areset for incoming head irregular waves modeled with a
Bretschneider spectrum, mimiok) a sea state Stuation An autopilot including PI speed
and heading controllers is used, acting on the avfgllee rudders and rotational speed of the
propellers, respectivelfrargets foithe autopilot are a speed of 4.5 knots and 0 degree (north)
heading.

The dimensionless time step is setAb=0.0001t. The simulation is started with the
UUV hanging and free to move hile the speed controller actuates to acceleratsttipe The
cable isthenslowly deployed until the UUV is stable in the water, at which point the UUV is
releasedlt is stressed that the MBD solver treats all bodies (gingpellers and rudders
UUV, cable links, etc.ps interacting, thus the forces and moments caused by hanging the
UUV are fed tathe mother ship.

Figure 7 show a sequence of images as the UUV is lowered meieasedVortical
structures are shown as isosurfaceshef second invariant of the velocity gradient tensor,
Q =5000 colored withlongitudinal (J) velocity. As the rotational speed of the propellers

changes to maintain the target speed of 10.@ikm varying wave resistancéhe thrust and
geneation of propeller tip vortices fluctuates. Ship roll and UUV swinging can be observed in
the timeevolving panels.

Figure 8 shows time histories of heading, roll, pitch and rudder angles for the stuther
Athena R/V. Rudder excummsis of approximatel degrees are necessary to maintain course
within 1 degree of target. The ship rolls with amplitude of approximately 5 demgnde=eriod
of 0.5 s (dimensionlesst.35 sdimensiongl, exhibiting a pitching amplitude of about 1
degree. These motions havecensiderable effect on the motioaad forces affectinghe
UUV, shown in Figure 9. The UUV experiences roll and pitch angles larger than the mother
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ship, as it swings while hangin@nce it touches the water, one of the cables suffers a
considerable jerlat 1.95 s, observable in Figures 7 anéapproximately 2.25 s the UUV is
released.

Figure7: UUV deployment is sea state 3. From top to bottom, left to,rfigdmes ab.6, 0.75, 0.9, 1.05, 1.2
1.35, 1.5, 1.65, 1.8, 1.98,1and 2.25dimensionless seconds.

E
0 0
— Heading =
— Rudder
05 1 15 2 e o5 1 1s 2 25 0 05 1 15 2 25

Figure8: Time histories of motions of Athena R/V: heading and rudder angles (&ftcenter) and pitch
(right).
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Figure9: Time histories of motions of the UUV: roll (left), pitch (center) and cable diinatess forcegright).

4.3 Recovery of an AUV

The problem under study ite recovery of an autonomous underwater vehicldMA
from the stern of a mother ship. Th&JX is captured from a crane with an electromagnetic
lift attached to a piecefavire rope. As in the case &UV deployment in section 4.2, the
mother ship is represented by Athena RIW.this caseAthenaR/V is set with a cruise
controller to attain a target speed of 5 knots and O degree heading in a sea state @nconditi
The total number of grid points for CFD is approximately 40M.

The AUV has an autopilot with a hedd-point controller that attempts to follownaeeting
point 1 m behind the stern of Athena R/V and on the centerpldiee3-bladed propeller
rotational speed is regulated by a PI controller to approach the meeting pointthehile
heading is set with a PID controllacting on the rudders so that the AUV points toward the
meeting point.The demands on the autopilot controllers are high, with the mother ship
moving in all degrees of freedom. Ilddition the stern region of the mother shiphighly
turbulent at low speeds, exhibiting a realaeting zone that attracts theJ& toward the ship
if it gets close. The crane system automaticaligage the eleatomagnetic lift if the AJV is
within a cerain short distance from the meeting paamid the AJV is moving at a relative
velocity less than a given operational limit.

Figure 10 shows a time sequence of the process of recovery, with vortical strsictwes
as isosurfaces o = 5000 colored with U velocity The AUV makes several failed attempts

at reaching the meeting point before it is positioned within capturing distsviten that
occurs the electromagnetic lift attaches to the AUV, connecting the AUV with the cabl
connectedo the crane, and through it to the mother ship.

5 CONCLUSIONS

Coupling of a CFD code with an MBD solver was described. Three examples were
presented: a rising buoy, used also for validation of the implementation, and deyloyze
UUV and recovery ofan AUV. Comparison with data for the buoy rising problem was
satisfactory, while the ability to simulate complex cable/body problems demu&asér unique
capability.

While the number of tasks involved in implementing CFD/MBD coupling is considerable,
the main challenge was to maintain stability in view of the different demands in time of both
solvers when cables are exposed to jerks. This was achieveltiyloupling all bodies in the
MBD system, and bymproving integration in the MBD solver and enablitime steps
consistent with the transients to be resolved.

Future work involves addition of contact detecting algorithms and contact modéks to
multibody dynamics solver, tadd capability to simulate a wide variety of problems, like
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landing of aircrét in moving ships, beaching of amphibious vehicles, gosh ship
configurations, etcln addition, direct gridding of the cables can enable simulation of flow
induced vibrations, of interest for a variety of applications, while fluid foorethe cables
will be directly predicted instead of being modeled.

Figure10: AUV recovery is sea state 4. From top to bottom, left to right, fran®8,a0.6, 0.9, 1.2, 1.5, 1.8, 2.1,
2.4,2.7,3.03.3, 3.6, 3.9, 4.2 and®dimensionless seconds.
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