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Abstract. A verified hydrodynamic-thermal baseline for laminar channel flow is established as a foun-
dation for future wax-transport and wall-deposition modeling. The OpenFOAM 12 setup (meshing,
numerics) is documented and a concise post-processing protocol is provided to ensure reproducibility.
Convergence to a statistically steady regime is quantified via relative 12 norms of velocity and temper-
ature referenced to t = 35 s. Local heat transfer is obtained from wall temperature gradients and bulk
definitions, reporting streamwise Nusselt number as temporal medians with interquartile ranges over 30-
35 s. The curve of the streamwise Nusselt number shows a short thermal-entry peak and approaches an
asymptote at approximately 9.2 by a non-dimensional distance of about 13 hydraulic diameters. Latent
effects and deposition kinetics are not included. The resulting dataset provides a verified reference upon
which dissolved-wax transport and wall-layer growth will be coupled and validated.
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1 INTRODUCTION

Wax deposition remains a first-order flow-assurance risk: subcooling below the wax appear-
ance temperature (WAT) narrows pipelines, escalates pressure drop, and forces costly mitigation
(Burger et al., 1981; Azevedo and Teixeira, 2003; Aiyejina et al., 2011). Modeling spans from
rapid heat-transfer analogies to interface-resolved Computational Fluid Dynamics (CFD), trad-
ing fidelity for complexity (Mehrotra et al., 2020; Magnini and Matar, 2019).

For single-phase oil, most reviews support molecular diffusion—modulated by wall cool-
ing—as the leading driver, while shear and multiphase effects complicate predictions (Azevedo
and Teixeira, 2003; Aiyejina et al., 2011; Kiyingi et al., 2022). Cold-finger and loop studies
show thicker deposits at lower wall/bulk temperatures, reduced growth under higher shear, and
strong time dependence due to gel aging and back-diffusion (Mahir et al., 2021; Singh et al.,
2000, 2001).

This work establishes a transparent OpenFOAM 12 baseline for laminar channel-flow hy-
drodynamics and heat transfer, providing reproducible quantities of interest (Qols) and verifica-
tion metrics. The setup, numerics, and post-processing are documented; temporal stationarity
is quantified; streamwise Nusselt number |Nu,| is reported as median + inter-quartile ranges
(IQR); and grid effects are summarized via a compact Grid Convergence Index (GCI) analysis.
These results complement prior heat-transfer studies (Krumrick and Lépez, 2025; Banki et al.,
2008; Magnini and Matar, 2019) and enable subsequent coupling of dissolved-wax transport
and wall deposition.

2 MODEL AND METHODS
Simulations were performed with OpenFOAM 12 (Weller et al., 1998; Jasak, 1996).

2.1 Governing Transport

Incompressible momentum and energy are integrated with temperature- and shear-dependent
viscosity p(T, %) in the momentum equations, while the energy equation uses constant density
p, heat capacity c,, and thermal conductivity k. Temperature acts as a passive scalar (no viscous
or volumetric sources). Energy (conservative form) reads

O (pc,T) + V- (pc,UT) = V- (kVT),

Wax transport and deposition are deferred to follow-up work.

2.2 Domain, Mesh, and Boundary Conditions

A two-dimensional symmetry half-channel of height h = 0.02 m (H = 2h, hydraulic di-
ameter D, = 2H = 0.08 m) and length L = 1.10 m is used, with a single spanwise cell.
Hexahedral meshes apply simpleGrading to cluster cells near the wall, as illustrated in
Figure 1. Developed inlet profiles Ugey () and Tge,(y) are imposed using tabulated profiles,
where y is the wall-normal coordinate; walls are isothermal at 7’,; the outlet uses fixed (gauge)
pressure p_rgh = 0. and an advective (outflow) boundary condition for T'.

2.3 Discretization and Solvers

Second-order spatial schemes are used for gradients and diffusion; a bounded convection
scheme is applied to 7'. Time stepping is constrained by the Courant—Friedrichs—Lewy (CFL,
C0) and monitored against the Fourier number (F0). Pressure—velocity coupling follows PIM-
PLE with fixed linear solvers and relaxation across all meshes.
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2.4 Verification Metrics and Post-processing
Temporal stationarity is assessed by relative [, norms vs time, taking as reference time ¢, =
35 s. Profiles at streamwise locations provide

P UT dy

fH/Z Udy )

9 H/2
Ub(xvt) = E/Ov Udg/? Tb(x7t) =
0

qQu D h
k[T, — T,
We report | Nu,| as temporal medians with inter-quartile ranges over ¢ € [30, 35] s. Grid effects

are summarized by the observed order p, Richardson extrapolation, and GCI on a three-level
mesh family. Details appear in Appendix A.

qu(x,t) = =k (0T /0Y)w, Nug(x,t) =
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Figure 1: Computational domain (conceptual): 2D plane channel (h = 0.02m, L = 1.1 m). Grading is applied to
cluster cells toward the wall.

A single operating point was simulated to establish the verified baseline: U, = 0.15 ms™!,

Dy, =0.08m, p =845kgm™3, ¢, = 2100 Jkg ' K™!, and k = 0.13 Wm ' K~!. Viscosity
is tabulated as (7', %) and evaluated at the wall shear rate 4, = 6U,/H, yielding (T, 4,,) =
118.2 mPas. The resulting Reynolds number based on the hydraulic diameter is Rep, =
pUyDy /1 = 86, confirming laminar flow. An additional elongated mesh (L = 2.2 m, 81 X
4456 cells) was used solely to verify the streamwise Nu, and report GCly; (x) and p(x) in the
asymptotic region; production results are reported on the fine mesh.

The viscosity is tabulated as p(7,%) from Arias et al. (2024) and sampled at walls using
4w = 6U,/H. To cover the full range of shear rates encountered in the simulations, the table
was extended in 4 by monotonic extrapolation and bilinear interpolation in (7',5) was used
throughout.

3 RESULTS AND VALIDATION

3.1 Temporal convergence

Figure 2 shows the decay of the relative /s norms of velocity and temperature using the field
at t,r = 35 s as reference. Both variables cross the 1072 threshold well before the averaging
window; temperature at ¢t ~ 10-11 s and velocity at t ~ 17-18 s. Accordingly, all heat-transfer
results are reported as temporal medians with inter-quartile range (IQR) over ¢ € [30, 35] s.

3.2 Local heat transfer

Figure 3 presents |Nu,| as a function of x/D;, where symbols denote temporal medi-
ans and error bars the IQR over ¢ € [30,35] s. A mild thermal-entry peak appears near
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Figure 2: Temporal convergence to statistically steady window used for averaging. Markers: o relative [3 norm;
[ first crossing time t* such that relative [o < 102, Dashed line indicates the 102 threshold.

the inlet (|Nu,| ~ 10.0-10.1), followed by a gradual decrease towards an asymptotic level
|Nu,| ~ 9.0-9.2 by x/D), =~ 13. The classical fully-developed value Nus; = 7.54 for New-
tonian, constant-property flow is not directly applicable here; property/rheology effects and the
imposed wall temperature explain the higher asymptote observed.

In order to assess the streamwise evolution of local heat transfer, a laminar single-phase
simulation was performed in a half-channel of length L = 2.2 m (hydraulic diameter D), =
0.08 m). The computation was advanced for 100 s, which was sufficient for the local Nusselt
statistics to reach stationarity. Figure 4 reports the time-averaged absolute local Nusselt number
| Nu,| as a function of /D), together with its temporal variability at each station. After a short
thermal-entry region, | Nu,| displays a shallow minimum and subsequently approaches a nearly
constant downstream value, consistent with thermally developed conditions under wall cooling
and temperature-dependent viscosity.

At a representative location, | Nu,| exhibits minor fluctuations around its median over ¢ €
[30, 35] s, with inter-quartile range well within plotting uncertainty and a coefficient of variation
below ~ 1%. This supports the use of temporal medians (with IQR) as robust summaries for
Nug(z/Dy,).

3.3 Verification: Grid-Independence Metrics

Temporal verification uses relative /; norms referenced to ¢, = 35 s (Fig. 2); both velocity
and temperature fall below 1073 well before ¢ = 30 s, which defines the statistically steady
averaging window.

Spatial verification follows Richardson extrapolation with the Grid Convergence Index (GCI)
(Richardson, 1911; Roache, 1998; Celik et al., 2008) on a three-level grid family (36x990,
54x1485, 81x2228) with geometric ratio » = 1.5 and safety factor F;, = 1.25. Position-
dependent quantities are evaluated on coarse x-stations x /D), € [0.125, 13.125]; medium and
fine values are linearly interpolated onto those x-stations to form triplets {Q3, Q2, Q1}(z).
From these, the observed order p(z), the Richardson-extrapolated estimate Qexi(z), and the
fine—medium index GCly, () are obtained (details in the Appendix A).

Two complementary views are reported. First, streamwise curves of GCly;(z) for wall-
influenced Qols (Nu,, q,) show entrance peaks of 3.5-3.9%, a rapid decay, and a broad mini-
mum around x /D, &~ 6-10, with medians (min—max) GCly; (Nu,) =~ 2.14% (1.02-3.84%) and
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Figure 3: Local Nusselt number vs x/Dj,; symbols show temporal medians and error bars the inter-quartile range
over t € [30,35] s.
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Figure 4: Instantaneous local Nusselt |Nu,| along the full domain (L = 2.2 m, x/D;, < 27.5); each marker
denotes a single (x,t) sample within the final 1-s window ¢ € [tenq — 1, tena]. The downstream clustering towards
a plateau corroborates statistically steady conditions.
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GCly(quw) =~ 2.40% (1.18-3.78%). Second, a probe point at /D, = 13.125 shows small in-
dices and high observed order: for Nu,, p ~ 3.30, GCly; ~ 1.37%, Q1 = 9.133, Qexs = 9.233;
for ¢, p ~ 2.71, GCly; ~ 2.15%, Q1 = —39.121 Wm 2, Qext = —39.795 W m~2. Bulk met-
rics are effectively mesh-independent over the entire range, with GCly (U,) ~ 7.5 x 1073%
and GClIy (T}) ~ 7.2 x 1075%.

Streamwise GCI statistics are summarized in Table 1. A single-point report at z/D), =
13.125 is provided in Table 2.

’ Qol ‘ N ‘ Tnin ‘ Tmax ‘ median GCly; [%] ‘ min [%] ‘ @ min ‘ max [%] ‘ r@Qmax ‘

Nu, | 25| 0.125 | 13.125 2.143 1.018 8.125 3.842 0.375
Gw | 251 0.125 | 13.125 2.401 1.181 9.375 3.778 0.375
Uy |[25]0.125 | 13.125 0.007 0.000 6.125 0.015 0.250
Ty 251 0.125 | 13.125 0.000 0.000 0.375 0.083 9.375

Table 1: Summary of GCly; along 2/ D}, for each Qol (r = 1.5, Fs = 1.25).

QoI | Qi (fine) | Qo | p | GCly[%]]| pattern |
Nu, | 9.133041 9.233133 | 3.295 1.370 monotonic
Quw -39.121129 | -39.794632 | 2.711 2.152 monotonic
Uy 0.149955 0.149955 | 9.262 0.000 osc/deg
T 282.635983 | 282.631819 | 2.935 0.002 osc/deg

Table 2: Single-point GCI at =/ D;, = 13.125 for all Qols (r = 1.5, F; = 1.25).

3.4 Comparisons and Preliminary Validation

For constant-property laminar channel flow with isothermal walls, the fully developed value
is Nugqg = 7.54 (Shah and London, 1978). With non-isoviscous y(7’,7) and an isothermal
wall, the present cases exhibit higher downstream Nu,, approaching an asymptote near 9.0-
9.2 by z/D;, ~ 13 (Fig. 3). The entry-region peak and subsequent leveling are consistent
with canonical thermal-entrance behavior. Quantitative statements are based on locations where
mesh sensitivity is verified to be small (e.g., the probe point at /D), = 13.125); in the near-
entrance region, trends are reported but not used as quantitative references due to larger, yet still
moderate, GCly;.

Streamwise grid sensitivity. The wall-influenced Qols exhibit entrance peaks of GCly; =~
3.5-3.9%, followed by a rapid decay and a broad minimum around z/D; =~ 6-10 where
GCIy; ~ 1.2-1.7%. The wall heat flux ¢, is consistently slightly more sensitive than Nu,,
yet both curves share the same trend, indicating error patterns consistent with the underly-
ing physics (entrance effects then downstream leveling). The observed order p(z) rises from
~ 2.3-2.7 near the inlet to ~ 3.0-3.3 downstream, with a peak for Nu, of ~ 3.6-3.7 at
x/Dy, = 8. A probe point in the asymptotic region (x/D; = 13.125) shows low indices and
high p, supporting its use for reporting (p, GClay, Q1, Qext)-

4 DISCUSSION

Steep near-wall thermal gradients combined with the sensitivity of 1(7, 4) increase numer-
ical stiffness in the entrance region; monotone flux limiters then stabilize those layers at the
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Figure 5: Streamwise GCly () for wall-influenced Qols. Entrance peaks (3.5-3.9%), rapid decay, and a broad
minimum around z/ D}, /= 6-10; q,, is slightly more sensitive than Nu,. Curves: o Nuy; A ¢,. Symbols: O
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Figure 6: Observed order p(z): rises from ~2.3-2.7 near the inlet to ~3.0-3.3 downstream; a local maximum for
Nu, near /Dy, = 8. Curves: o Nuy; A q,. Symbols: [0 Nu, at the reporting station; ¢ g,, at the reporting

station.
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expense of local accuracy, which explains the larger GCIy; and the lower observed orders near
the inlet, and the recovery to p > 2 downstream as gradients weaken (Sweby, 1984; Harten,
1983; LeVeque, 2002; Moukalled et al., 2016). A fourth grid level together with mild near-wall
refinement is expected to further reduce the entrance-peak GCI,; and the downstream indices,
without altering the observed asymptotic | Nu,|. These verification results provide the baseline
confidence required before coupling dissolved-wax transport and wall-deposition kinetics, for
which accurate wall gradients directly govern interfacial fluxes.

S CONCLUSIONS AND FUTURE WORK

Conclusions. A reproducible hydrodynamic—thermal baseline was established in Open-
FOAM 12 for laminar channel flow with temperature- and shear-dependent viscosity. Tem-
poral stationarity enables reporting medians with inter-quartile ranges over a statistically steady
window. Grid verification on a three-level family (r = 1.5) shows moderate entrance sensi-
tivity and small downstream indices: at /D), = 13.125, Nu, and ¢, converge monotonically
with GCly; ~ 1.37% and 2.15%, respectively. Bulk metrics U, and T} are effectively mesh-
independent (indices below 1074%).

Future work. (i) Introduce liquid-phase (VoF-weighted) dissolved-wax transport with a
temperature-driven wall flux and verify global mass conservation between transported and de-
posited wax; (i1) incorporate latent-heat effects in the energy equation and a wall-attached de-
posit layer with shear/aging-dependent removal; (iii) reduce local GClIy; by adding a fourth grid
level and targeted near-wall/interface refinement; (iv) extend to turbulent inflow conditions and
to interface-resolved benchmark cases to broaden validation.
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A GRID CONVERGENCE INDEX (GCI)

Details of the error model, Richardson extrapolation and the GCI computation follow Roache
(1998); Celik et al. (2008), including the treatment of monotonic vs. oscillatory convergence and
the reporting conventions for GCly;.

A three-level grid family {A;, A,,, A.} was employed with refinement ratio r = A,,, /Ay =
A./A,, > 1. For a quantity of interest (), the observed order p was estimated by

1H<Qc Qm)
Qm Qf ‘

L M ES)
The Richardson-extrapolated value is
Q — @
Qext - Q + -1

Copyright © 2025 Asociacion Argentina de Mecénica Computacional


http://www.amcaonline.org.ar

Mecéanica Computacional Vol XLII, pags. 1517-1526 (2025) 1525

The fine-grid GCI reads
|Qf - Qm| 1

Qs P =1
with safety factor F; = 1.25. The same procedure was applied to pressure drop Ap, outlet bulk
temperature 7}, ¢, and the local Nu, at z/D;, = 13.125; Ap and T ..+ are mesh-independent
within numerical round-off, consistent with Tables 1-2.

GCIﬁne = Fs
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